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Texas Nodal Program 

1. Introduction 
This document describes the Factory Acceptance Testing (FAT) testing approach for the Texas Nodal Congestion Revenue Rights (CRR) Program.  This plan describes the scope of FAT testing, the use cases and supplementary requirements to be tested, the test environment, and the processes that will be followed in order to conduct a controlled and repeatable test.

1.1. Purpose

The purpose of the FAT test plan is to describe how the Nexant-supplied CRR software is tested and certified prior to Integration Testing (iTest). The test plan defines organizational responsibilities and support requirements and provides documentation of required test tools, data, environment and interfaces. This plan will be used to manage the test process and to communicate dependencies and status to all organizations involved.

1.2. Scope

The scope of this test plan includes but is not limited to the description of:

· Target test items

· Testing approach

· Entry and exit criteria

· Test deliverables
· Test workflow
· Test environment
· Roles and responsibilities
1.3. Definitions, Acronyms, and Abbreviations

Acronyms:
COTS – Commercial Off-The-Shelf

CRR – Congestion Revenue Rights
E2E – End-to-End

EDS – Early Delivery System
FAT – Factory Acceptance Testing
IDA – Integrated Design Authority

iTest – Integration Testing

MOI – Market Operator Interface

MUI – Market User Interface
RUP – Rational Unified Process

TPTF – Transition Planning Task Force
1.4. References 
	Artifact
	Definition

	CRR Share Point Site
	Project portal location with all project documentation and status. Documents referenced include CRR Component Use Cases, Detailed Use Cases, etc.

	Texas Nodal Testing Strategy
	Document describing strategy for testing the different projects of Texas Nodal

	Texas Nodal Program Testing Guidelines
	Document that specifies the strategy for Factory Acceptance Testing (FAT) and Integration Testing (iTest) of Texas Nodal

	ERCOT Nodal Software Development Lifecycle
	Process that describes the lifecycle of a software product development from inception to elaboration to construction to transition of Texas Nodal

	PowERUP
	Reference information, best practices, and templates contained in the IBM Rational Unified Process (RUP) specific to the ERCOT Nodal project.

	INT Share Point Site
	Project portal location with all project documentation and status


1.5. Program-level Standards

This test plan complies with the following program-level standards that are referenced in Section 1.4 above:
· ERCOT Nodal Software Development Lifecycle

· Texas Nodal Program Testing Guidelines
· PowERUP

1.6. Deviations from Program-level Standards

ERCOT testing standards require that the results of all calculations be verified by comparing the system’s outputs against analysts’ expected results.  However, Nexant CRR optimization and other calculations are proprietary, so the analysts cannot calculate the results.  Instead, the expected results will be obtained by running the Nexant-provided stand-alone HEDGE.

1.7. Open Issues

Open issues currently include:

1. Source of hardware and where it will be located are not completed.

2. Login Certificates (direct to CRR) are not completely formulated by business at this point.

2. Evaluation Mission and Test Motivation

2.1. Evaluation Mission

The mission for the CRR testing and evaluation effort includes the following:

1. Ensure a highly reliable system is ready to be put into production for the Texas Nodal program.

2. Verify the protocols and other binding document requirements have been met through traceability of test scripts to source documents, including TPTF approved project requirements, IDA approved Component Use Cases, TPTF approved Conceptual System Designs, IDA approved Detailed Design, INT approved Detailed Use Cases, and Test Cases.
3. Demonstrate that the software application works as defined for business processes by creating and executing test data and scenarios that perform applications testing.

4. Ensure all documented test scripts are executed and all defects resolved with the CRR Business Team according to the defined resolution processes. 
5. Provide assurance and increased confidence in the quality of the system by successfully showing adherence to the ERCOT testing and quality assurance processes.

6. Verify the following:

· CRRs are allocated appropriately and auctioned in a prescribed manner
· CRR ownership transfers are effectively transacted
· Accurate CRR transaction information is available to other ERCOT systems
2.2. Test Motivators

The end goals motivating the CRR test effort are:

1. To ensure that a highly reliable Congestion Revenue Right system is built and put into production for the Texas Nodal program

2. To ensure that CRR auctions, allocations, ownership tracking and data transfer can be successfully conducted before iTest.
3. Target Test Items  
The listing below identifies the use cases identified as targets for testing. The actual test scripts will be based on the detailed use-cases, which map back to the Component Use Cases listed below.
3.1. Outline of Use Cases / Supplementary Requirements to be Tested
	Use Cases / Supplementary Requirements to be Tested

	Project
	Use Case ID
	Use Case Name

	CRR
	CRR.UC1
	Open PCRR Allocation

	
	CRR.UC2
	Use Network Model

	
	CRR.UC3
	Register PCRR Nomination

	
	CRR.UC4
	Close PCRR Market

	
	CRR.UC5
	True-up Underallocated PCRRs

	
	CRR.UC6
	Open CRR Auction

	
	CRR.UC7
	Post CRR Auction Notice

	
	CRR.UC8
	Set CRR Auction Limit

	
	CRR.UC9
	Manage Bid Portfolio

	
	CRR.UC10
	Register Bid Portfolio

	
	CRR.UC11
	Clear CRR Auction

	
	CRR.UC12
	Update CRR Ownership

	
	CRR.UC13
	Send Information

	
	CRR.UC14
	Produce CRR Inventory

	
	CRR.UC15
	Record CRR Ownership Transfer

	
	CRR.UC16
	Complete CRR Ownership Transfer

	
	CRR.UC18
	Expire CRR Ownership Transfer

	
	CRR.UC19
	Post Allocation and Auction Calendar

	
	CRR.UC20
	Configure System Parameters

	
	CRR.UC21
	Refresh Registration Data

	
	CRR.UC22
	Maintain CRR Network Model

	
	CRR.UC23
	Use CRR Account Holder Credit Limit

	
	CRR.UC24
	Determine Zonal Capacity for Impacted NOIEs

	
	CRR.UC25
	Produce Internal CRR Reports

	
	CRR.UC26
	Produce External CRR Reports

	
	CRR.UC27
	Reallocate PCRRs Due to Force Majeure

	
	CRR.UC28
	Reproduce CRR Auction or Allocation in a Study Session

	
	CRR.UC30
	Make Necessary Updates

	
	CRR.UC31
	Post Message

	
	CRR.UC32
	Receive Message

	
	SR1
	Timing of CRR Markets

	
	SR2
	UI Performance Requirements

	
	SR3
	CRR Calculation Engine Dimensions

	
	SR4
	CRR Database Sizing

	
	SR5
	Simultaneous Users

	
	SR8
	Security Requirements

	
	SR9
	Backup and Recovery Requirements

	
	SR14
	Backup method for file import/export

	
	SR16
	Daylight Savings Time

	
	SR26
	Market Transaction Data

	
	SR29(a)
	CRR User Messaging

	
	SR29(b)
	Eligibility for PCRRs


3.2. Outline of Test Inclusions 

The following types of tests, as defined in the Texas Nodal Program Testing Guidelines, will be conducted in the FAT environment during the FAT test cycle:
· Smoke Testing

· Usability Testing

· Data Definition Testing

· Input Value Testing

· Functional Testing

· Regression Testing

The following testing will be conducted in the iTest environment during the FAT test cycle:
· Performance Testing

· Load Testing

· Stress Testing 
· Security Testing
3.3. Outline of Test Exclusions
The following types of tests, as defined in the Texas Nodal Program Testing Guidelines, will not be conducted in the FAT environment during the FAT test cycle:
· Integration Testing between the Congestion Revenue Rights Systems application and other Texas Nodal applications will not be conducted as part of this test plan. Those tests will be performed during iTest testing as part of the overall Texas Nodal integration testing effort.  Preliminary data from Interfaces into Congestion Revenue Rights may be used for testing if available. 
· End-to-End Testing will not be conducted during FAT.  This type of testing will be performed as a separate test phase.
· Database Performance Testing will not be conducted for the CRR application; see section 1.6, Deviations from Program-level Standards, for more information.
4. Test Approach  
The data needs for each testing effort will be met using various techniques based on the database, processes, data definition, database performance, and scenarios of the application under test.  The techniques used to prepare the data are project dependent, however the general idea is to salvage data from Zonal applications as characteristics data, and model and simulate the Zonal processed data with in-house or off the shelf simulator.  The testing data will be stored in a database allowing the test data to be consistently reused among many tests
The testing approach for FAT will incorporate the following components to ensure complete and efficient testing of the CRR system:

· Automated testing

· Manual testing

· Artifact coverage and traceability

Below is summary information on each bulleted component identified above.  Additional details on each testing approach component can be found in the Texas Nodal Program Testing Guidelines.

Automated Testing 

As appropriate, automated testing of the business processes will be incorporated into testing.  Automated test scripts will be developed using the step-by-step executable instructions for each test that document the application functionality and business processes.  Automated testing is particularly advantageous because it provides reusability, consistency, and productivity through the various testing stages and as a testing cycle repeats.  Using this methodology, the subject matter experts will be able to begin building test scripts early in the software development lifecycle.  Through the use of these reusable business components, they can leverage these same test steps in the design of future test scripts with no re-work.  

Manual Testing

Not all test cases will be good candidates for automation.  If a test may not be repeated or is run as a one time test, then it is not a good candidate for automation and should be included in manual testing.  As part of manual testing, test scripts will document the manual step-by-step instructions for each test that document the application functionality and business processes.  During the manual execution of these test scripts, the expected results will be compared to the actual results, and the actual results will be documented.  Manual tests will be housed executed and accounted for in the same manner as automated tests.

Artifact Coverage and Traceability

An important component of the testing approach will be complete traceability.  Complete traceability will be maintained from high level requirements down to test results and defects using the Mercury Quality Center tool.  Each test result or defect will map back through the test script, test case, use case,  requirement and protocol.  A coverage analysis matrix will be used to provide a real time artifact coverage measurement.  Through this matrix it will be possible to more quickly and accurately measure the progress and thoroughness of the testing effort. 

4.1. Measuring the Progress of Testing

During a release cycle several Key Point Indicators will be tracked and reported on a regular basis.  The frequency of reporting these measures may be customized to meet the current needs of the project, but will usually consist of a daily status report.  The frequency of a release cycle is usually based on the technology used to develop the application, quantity of defects, and length of time to execute a full suite of test scripts.  Test cycle frequency may be adjusted during a testing phase to meet the needs of the business, testing, and development teams.  Ad hoc reporting that is more detailed than the measures below will be incorporated into the project on an as needed basis.  The standard measures to be included in the status report are:

· Executed Scripts vs. Total Planned Scripts

· Script Pass/Fail Result vs. Executed Scripts

· Defects Opened with Current Bundle

· Defects Closed with Current Bundle

· Defects Deferred with Current Bundle

· Active Defects for Current Release

4.2. Identifying and Justifying Test Types

The master list of tests to be used during FAT are identified in Texas Nodal Program Testing Guidelines.  A test description, and the justification for including or excluding them from the CRR FAT, is given in section 4.3 below. Testing for each type will range from full testing to partial testing to no testing, depending on the release cycle.  Testing that is not fully covered in FAT will be addressed during other testing phases.
4.3. Testing Types

4.3.1. Smoke Testing

FULL TEST.  Smoke testing is a prerequisite to further testing.  It is intended to prove the software, environment, and configuration are ready to begin the test cycle.  Smoke Testing typically includes a subset of the test scripts prepared for integration and functional testing.  If the smoke tests fail, no further testing will be performed until the issues are resolved, and then the smoke test can continue. 
4.3.2. Data Definition Testing 
PARTIAL. This test is normally performed before any other test type. It is intended to check the database characteristics, scaffolding code (e.g. triggers or updateable views), typical unit tests for stored procedures, functions, and triggers, existence tests for database schema elements (tables, procedures), view definitions, Referential Integrity (RI) rules, default values for a column, data invariants for a single column,  and data invariants involving several columns.

4.3.3. Database Performance Testing

NONE. Database performance testing is intended to reveal functional performance issues within the system. 
Because the database schema is Nexant intellectual property, this type of testing cannot be done. However, the performance test in the iTest cycle will reveal any Database to Database communication performance issues.
4.3.4. Usability Testing

PARTIAL.  Usability testing is designed to measure how well people can utilize the user interface for its intended purpose.  Usability testing involves measuring how well test subjects respond in four areas: time, accuracy, recall and emotional response.  Usability testing will be used as an iterative part of the design process, and does not always result in a QA-oriented pass/fail result.

For CRR FAT, the scope of Usability Testing is limited to usability test scripts with a pass/fail result.  

4.3.5. Input Value Testing

FULL TEST. Input Value testing is designed to test boundary conditions and invalid input values for a given domain.  Input value testing can validate that the application responds appropriately when a number is entered that is outside of the expected range, or a string is entered in a date field, or a required field is left blank.  Input value testing is performed to test how a system handles errors when receiving input values at and close to the boundary of that system’s domain knowledge.  A clear definition of the boundary of the domain needs to be provided including valid values, boundary values, and extreme values.  Values that make up the boundary and are included in the domain need to be differentiated from the values that make up the boundary and are not included in the domain.
4.3.6. Functional Testing

FULL TEST. Functional testing verifies that the system behaves correctly from the user / business perspective and functions according to functional and supplemental requirements. The functional tests must determine if each component or business event performs in accordance to the requirements, responds correctly to all conditions that may be presented by incoming events / data, moves data correctly from one business event to the next, and that business events are initiated in the order required to meet the business objectives of the system. 
Functional Testing is required by the Testing Strategy document. 
4.3.7. Integration Testing

NONE.  Integration testing is a logical extension of unit testing. During integration testing, two or more units that have already been tested separately are combined into a component and the interface between them is tested.  Integration testing identifies problems that occur when units are combined. 

Integration Testing is out of scope for CRR FAT, and will be done in the iTest cycle.
4.3.8. Regression Testing

PARTIAL TO FULL.  Regression testing is initiated any time an implementation of a system changes. Regression testing will be performed by rerunning selected tests against the modified code to determine whether the change breaks anything that worked prior to the change and by writing new tests where necessary. Adequate coverage without wasting time will be a primary consideration when conducting regression tests.

Regression Testing is required by the Testing Strategy document.  For CRR FAT, selected tests that were executed successfully in prior bundles or releases will be regression tested to check that the new release does not adversely affect parts of the system that have already passed testing.  
4.3.9. Performance Testing

FULL.  The goal of performance testing is to eliminate bottlenecks and establish a baseline for future regression testing. To conduct performance testing is to engage in a carefully controlled process of measurement and analysis. Ideally, the software under test is already stable enough so that this process can proceed smoothly.  A clearly defined set of expectations is essential prior to performance testing.  When the results of the load test indicate that performance of the system does not meet its expected goals, then the process of tuning begins.  The cycle of run, measure, tune system, is repeated until the system achieves the expected levels of performance.  At this point, a baseline has been established to gauge how well a new version of the software performs.  
4.3.10. Load Testing

FULL.  Load testing is the process of exercising the system by supplying the largest load that it can accommodate and still function properly.  The goal of Load testing is not to break the system, but to keep the system constantly running at maximum load.  An important aspect of Load testing will be the large datasets or simulators capable of providing a heavy load to the system.  
4.3.11. Stress Testing

FULL.  Stress testing is the process of loading a system until its resources are overwhelmed or by taking resources away until the system fails.  The main purpose is to make sure that the system fails and recovers gracefully, which will be testing the systems recoverability.  While performance testing demands a controlled environment and repeatable measurements, stress testing introduces unpredictability.  Stress testing will allow the testers to observe how the system reacts to failure, and make sure that it has the ability to recover from the last good state. 
4.3.12. Security Testing
FULL.  Security testing will be conducted to evaluate the compliance of a system or component with specified security requirements.  Security testing will also compare the system against regulatory standards and best practices.
Security Testing is required by the Testing Strategy document.
4.3.13. End-to-End Testing
NONE.  There will be two types of End-to-End (E2E) testing: Intermediate and Full E2E. This test is intended for verifying the stakeholder business requirements. The intermediate E2E testing will have different versions, systems, system-to-system, until the entire build for one release is present, which will become the full E2E test for that release. The Full E2E Test Scenario will influence the components used in the intermediate E2E testing.  Testing each component separately prior to E2E testing ensures the viability of each component before combining them. 
For CRR FAT, E2E testing is out of scope.
4.4. Testing Techniques

All data normally received from external systems must be created and supplied to the CRR application.  For FAT, the project business team and the testing team will work together to develop this test data for functional tests and stub-in data.  The testing data will be stored in a data store to allow the data to be reused for other test cycles and stages.  However, as necessary, test data may also be generated at run-time for automated scripts.  
An important part of the Texas Nodal testing approach is the traceability of system requirements from high-level requirements to successive levels of detail following the path from:

1. Texas Nodal Protocols to functional and supplemental requirements

2. Functional requirements to Use Cases

3. Use Cases and supplemental requirements to Test Cases 

4. Test Cases to Test Scripts
5. Entry, Exit, and Suspension/Resumption Criteria  
FAT will start when Pre-FAT has successfully completed with defects closed as detailed in the Nexant Statement of Work for Phase II.  
5.1. Entry Criteria

· Testing environment is available and configured
· Migration Control Document is accepted by Release Management
· Test scripts have been approved

· Smoke test executed successfully
· Test data has been assembled
· Test defects (if any), which will be addressed in a coming release, have been communicated to the test team
· Vendor has demonstrated that the software application/ component meets the objectives as stated in the Statement of Work signed between ERCOT and the vendor.
· Any open defects from Pre-FAT have been reviewed by the ERCOT CRR Project Manager and approved as acceptable for entrance into FAT.
5.2. Exit Criteria

· All planned test scripts for the release have been executed and results are documented.
· All defects found in the current release cycle have been communicated to the business/development team.
· All defects that should have been addressed in the release were verified (as fixed or reopened).
· The FAT exit criteria includes 0 (zero) open severity 1 defects and 0 (zero) open severity 2 defects.  The ERCOT CRR Project Manager will evaluate severity 3 defects to determine those that will be required to be fixed in order to emerge from FAT.  The FAT exit criteria also includes either 0 (zero) open severity 4 defects and 0 (zero) open severity 5 defects or agreement by ERCOT CRR Project Manager and Deployment Manager for the deferment of any open severity 4 and severity 5 defects.  The ERCOT Defect Severity Scale is defined in the Texas Nodal Program Testing Guidelines.
5.3. Suspension and Resumption Criteria

· Testing for a release will be suspended when there is hardware failure, issues with access to the application, a need for a major functionality upgrade, or a significant percentage of the test scripts is affected by a defect.

· Testing will resume when a new release has been delivered, or the hardware or application access issues are resolved.

· Suspension or resumption is subject to the approval of the test manager and test coordinator.

6. Deliverables 
6.1. Test Evaluation Summaries or Reports

Delivery of test summaries or reports is defined in the Section 4.1 – Measuring the Progress of Testing section of this document.  The frequency that these reports will be provided is dependent on the release cycle frequency and management request.  
6.2. Test Results

All test results will be documented in Mercury Interactive’s Quality Center (QC).  The test results collected during the test shall be analyzed to verify that the outputs are as specified in the expected results section of the test script for each test.  All test results that differ from the expected test results will be logged as defects with a link to the actual test results.

Details regarding test results can be found in the Texas Nodal Program Testing Guidelines on the PowERUP website: Texas Nodal Program Testing Guidelines.

6.3. Defect Reporting and Deferment
During testing, any defects found shall be documented as they are encountered.  Defects found during testing shall be entered in Quality Center.  Details regarding defect reporting can be found in the Texas Nodal Program Testing Guidelines.  
Periodically, defects may be deferred and not be resolved prior to the end of the testing phase.   Decisions on deferring defects shall be made by the ERCOT CRR Project Manager.
6.3.1. Integrated Defect Reporting with Nexant
The following steps describe defect reporting as it is integrated with Nexant’s defect resolution team.
1. Defect is opened as NEW.

2. Testing Coordinator verifies defect as valid.

3. Testing Coordinator changes defect status to OPEN.  CRR Business Team is notified by email of the status change.

4. CRR Project Team coordinates a list of defects and communicates the list to Nexant for resolution.
5. Nexant resolves defect.

6. CRR Project Team receives Nexant code bundle and coordinates with Release Management to apply the code changes.

7. CRR Project Team updates the defect status to TEST.  This indicates that code has been received to support the FIXED status.

8. INT re-tests the defect.
6.3.2. Nexant Service Level Agreement of Defects

Contractor shall provide support in person and by phone throughout the term of the CRR FAT testing phase at ERCOT based on the following terms:

a. Onsite support shall be available business days, 08:00 to 18:00 Central Prevailing Time.

b. Phone or Offsite Support shall be available business days, 08:00 to 18:00 Central Prevailing Time.

c. Initial response by email, phone or in person within four (4) hours.

d. Follow-up by email, phone or in person every twenty-four (24) hours until ERCOT determines the issue to be resolved.

The contact information and escalation points shall be determined prior to the initial of FAT.

7. Testing Workflow  
Refer to the Test Phase Flow Diagram (Appendix A).  Per Section 4.3– Testing Types, testing for each type will range from full testing to partial testing to no testing, depending on the release cycle.  Required testing that is not fully covered in FAT will be addressed during other testing phases.

Once defects are assigned they are tracked using the status lifecycle:

[image: image14]
7.1. Status Definitions

New - the Tester has fully characterized and isolated the problem, and the Testing Coordinator concurs with the report’s content, wording, and tone.  Until the defect report has passed the Testing Coordinator review, it is not Open.

Invalid - the defect is not valid, and was recorded by mistake.  This usually occurs when a business rule was misunderstood by the tester and was then clarified by business, or requirements.  This defect will be excluded from all reports and metrics.

Open - the defect is now active and ready to be assigned.  Upon moving a defect to the Open status, the Assigned To field is required.  The Testing Coordinator sets the status to Open and updates the “Assigned To” field to the Development Lead.  If the development team has a question regarding the issue, they can change the “Assigned To” field to the Opened by (tester) and add a comment indicating they have a question.  If, and only if, the Root Cause is “Duplicate,” AND the Resolution has duplicate issue (with the defect id of the duplicate), the status can be changed to Closed from the Open status.  

Fixed—the defect is fixed by a developer and is ready to deploy to the test environment.  The Root Cause and Resolution must be entered.
Test—the defect is now deployed to the test environment and is ready to be tested.  The user identified by “Detected By,” will see that the defect is now ready for verification.  Typically the Developer Lead has communicated with and received approval from the Test Lead to perform a deployment to the test environment. 

Closed—the defect has been fixed is ready for release to the next environment.  Before a defect can be closed, the Root Cause and Resolution must be entered.  A tester, Testing Coordinator, or Testing Admin shall be able to close the defect. The “Closed Date” automatically populates with today’s date, and “Closed By” is recorded.

Reopen—this means the defect is still active.  This does not include regression or other unintended consequences of the fix outside the scope of the initial defect report; for such problems, the tester should enter a new defect. All defects in the Reopen state provide a “red-flag” to the Project Management, Testing Coordinator, and Development Lead.  An entry to the comments should state how the defect has failed verification.

Deferred—the development team accepts the problem as real, but project management has either assigned a very low priority or scheduled it for a subsequent release for various reasons.  The deferred status can be entered from the Open or Reopen states only.  This state change can only be performed by the Testing Coordinator or Administrator.  The change to a deferred status will only occur after business area and project management signoff has occurred.
The FAT Test Phase Flow Diagram, which presents the duration estimates for FAT-related activities, is provided below.
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8. Test Environment 
8.1. Access to Environments
Login access to testing environment will be limited.  A limited number of people will have login access to the Application and Calculation servers.  This access will be required to stop/start/restart servers or to collect logs in the event of serious defects.

Database access via SQL*Plus or related facility will be available to Testers, and essential project and production support personnel.  This is required to monitor or modify database content in order to execute the various tests.

The application is a Browser based system.  HTTP access to the Application Server will be needed by all Testers and Project resources.

8.2. Base System Hardware

The following table sets forth the system resources for the test effort presented in this Test Plan.

	System Resources

	Resource
	Quantity
	Name and Type

	Applications Server
	1
	

	Calculation Engine Server
	1
	

	Database Server
	1
	

	Client Test PCs:
	
	

	      Standalone HEDGE Workstation
	1
	

	      Market Operator/Market User Workstation
	1 per tester
	

	Test Repository
	
	

	
Server Name
	1
	


8.3. Software Required in Testing Environment

The following base software elements are required in the test environment for this Test Plan.

	Software Element Name
	Version
	Type and Other Notes

	HEDGE
	11.11
	Nexant Proprietary Software – Study session

	iHEDGE
	1.0
	Nexant Proprietary Software – Allocation, Auction, Bilateral Trades

	AIX
	5.4
	Operating System

	Linux (Red Hat Enterprise)
	4.0
	Operating System

	Java 
	1.5
	Java Virtual Machine

	JBOSS
	4.0.2
	J2EE Container Manager

	Oracle
	10g
	DBMS

	Windows 
	XP
	PC Operating System

	Internet Explorer
	6.0
	Browser


8.4. Productivity and Support Tools

The following tools will be employed to support the test process for this Test Plan.

	Tool Category or Type
	Tool Brand Name
	Vendor or In-house
	Version

	Test Management
	Quality Center
	Mercury Interactive
	9.0

	Test Cases
	Word
Requisite Pro
	Microsoft
IBM
	2003
8.25

	Test Scripts
	Quality Center
MS Word
	Mercury Interactive
Microsoft
	9.0
2003

	Defect Tracking
	Quality Center
	Mercury Interactive
	9.0

	Tool for functional testing
	QuickTest Pro
	Mercury Interactive
	9.1

	Tool for performance testing
	LoadRunner
	Mercury Interactive
	8.1

	Tool for Security Testing
	Web Inspect
	SpiDynamics
	6

	Test Coverage Monitor or Profiler
	Quality Center

Requisite Pro
	Mercury Interactive
IBM
	9.0
8.25

	Project Management
	MS Project
	Microsoft
	2003

	DBMS tools
	Toad

PL/SQL
	Quest
Oracle
	8.6.1
10.G


9. Roles and Responsibilities

9.1. People and Roles

This table shows the Integration Test team staffing roles.

	Human Resources

	Role
	Minimum Resources Recommended

(number of full-time roles allocated)
	Specific Responsibilities or Comments

	Test Manager
	1 – Glen Wingerd
	The Test Manager provides management oversight for the testing effort.  The test manager responsibilities include but are not limited to advocating the interests of testing, evaluating the effectiveness of the test effort, and acquiring appropriate resources.

	Test Coordinator
	1 – Don “Grady” Sanders
	The Test Coordinator responsibilities include but are not limited to test planning, analyzing and designing the tests, monitoring test coverage, evaluating the overall quality experienced when testing, creating and maintaining the Test Execution Plan, Level I analysis, and coordinating Level II and Level III analysis.

	Lead Test Engineer
	1 – Ohlen Genove
	The Lead Test Engineer responsibilities include but are not limited to test logistics, administering test system management, installation and support, and recovery of test environment configurations and test labs.

	Test Engineer


	5 – Rowena Pura

Rajesh Roul

Sumesh Surya

Vicki Scott

Keith Smoland
	Test Engineers are a part of an independent test and verification group, which reports to the Test Coordinator.  Test Engineers are used in the creation and maintenance of Test Plans, Test Cases, Test Scripts under the guidance of the SME.  The Test Engineers execute tests, log results and document defects.

	Test Database Administrator
	1 – Oscar Owns
	The Test Database Administrator ensures the test data (database) environment and assets are managed and maintained.  Responsibilities include supporting the administration of test data and test beds (database) and refreshing of this data. 

	Test Subject Matter Expert
	3 – Terry Madden
Bonnie Garvey

Beth Garza


	The SME provides insight on business rules, assists the test engineer in writing test scripts, ensures appropriate coverage of associated requirements and assists with Level II and Level III analysis.

	CRR PM
	1 – Shawna Jirasek
	Coordinate with vendor for defect resolution,  interfacing with other teams, and resource management.


10. Key Milestones 
· Test Environment Setup



· Early Delivery Commercial Off-the-Shelf System (COTS)
· Pre-FAT Completion


· FAT Initiation




· FAT Completion

See FAT Test Phase Flow Diagram in Section 7– Testing Workflow for additional information.

11. Risks, Dependencies, Assumptions, and Constraints 
	Risk
	Priority, Impact, Likelihood
	Mitigation Strategy
	Contingency (Risk is realized)

	Performance of calculation engine is too slow or not reliable
	Medium, High, Medium 
	Ensure to the extent possible the test environment is capable of performing the task.  Obtain the latest hardware and the correct operating system and software.
	

	Development of network model is not complete
	Medium, High, Medium
	Have knowledgeable resources that will define this and provide guidance to test team.  
	

	Development of data is not complete
	Medium, High, Medium
	Have knowledgeable resources that will define this and provide guidance to test team.  Engage consulting services to ensure quality data
	

	Inability to efficiently onramp human resources
	High, High, Medium
	Work closely with Human Resources, Procurement, and Contracts departments.
	

	With auctions and allocations, the complexity of the systems and proprietary nature of the software makes it impossible for the business teams to accurately predict expected results for a test scripts.
	Medium, Low, High
	When expected results cannot be explicitly defined, a common testing method is to take signatures using a control set then predicting results based on controlled manipulations of the control set.  This takes a significant coordination with the business teams, but can be very effective.  Mitigation will be Nexant involvement and Deployment team.
Use stand-alone software to validate results.
	

	Staff turnover results in loss of expertise, insufficient resources for the tasks
	Medium, Medium, High
	Keep staff well cross-trained and stay ahead of the attrition.
	


	Dependency Between
	Potential Impact of Dependency
	Owners

	When test scripts can start and when testing will be complete
	A test team of six (6) will need to start writing test scripts 36 weeks prior to the target FAT completion date.  For example, test script writing should start by May 5, 2007 in order to complete testing by December 21, 2007.
	CRR Project

	Access to functioning version of COTS with a subset of data and test script development
	Delay in start of test script development.
	CRR Project

	Application database/input definitions and start of FAT preparation phase
	Delay in start of test preparation.
	CRR Project

	Fully approved test cases and test execution
	Though this does not stop the creation of test scripts, this must be completed before test execution.
	CRR Project to create
Test Team to approve

	Fully approved test scripts and test execution
	Approved test scripts are a milestone to beginning test execution; allow lower priority test scripts to be completed after start of testing.
	Test Team to create the test scripts

CRR Business Team to approve the test scripts

	System data and network models are available by start of FAT preparation phase and FAT preparation
	Delay in start of test preparation.
	CRR Project Team
NMMS Project Team

	All necessary hardware/software is installed/configured/tested and test execution.
	Delay in start of test execution.
	CRR Project Team Infrastructure Team (hardware)

Test Team (software)
Nexant through the CRR Project Team to supply and give instructions to install the application
Migration Control Document



	All necessary access including  digital certificates and test execution
	Delay in start of test execution.
	Test Team




	Assumption to be Proven
	Impact of Assumption Being Incorrect
	Owners

	Necessary stub-ins, test data, and test harnesses will be provided by Nexant.
	Delay in test execution as Test Team creates stub-ins, test data, and test harnesses.
	Nexant through CRR Project Team

	Complete set of fully approved use cases/test cases are supplied and no additional use cases/test cases need to be created.  
	Additions and changes to existing CRR use cases and test cases will likely require additional man hours spent creating and modifying test scripts.  Currently our duration estimation is based on 180 use cases.
	CRR Project Team

	Requirements, use cases and test cases are entered correctly in Requisite Pro.
	Loss of traceability and inability to report mandatory metrics.
	CRR Project Team

	The appropriate number of qualified testing human resources are in place soon enough to be trained on the CRR application.
	If brought on too late, the testing progress may be affected due to lack of efficiency.  If brought on too early, it will be a cost liability.
	Test Team

	The average time to create each test script is 33 minutes.  The average time to prepare each test script is 12 minutes.  
	Time estimates are based on previously conducted tests by the Test Team.   If these estimates are off, the timeline may be affected.
	Test Team

	The average execution of a test script is three iterations at six minutes each. Average cost to the Test Team of each defect is two man hours.
	Time estimates are based on previously conducted tests by the Test Team.  If these estimates are off, the timeline may be affected.
	Test Team

	While a defect is being resolved, the Test Team is able to continue with other testing.
	Testing suspends.
	Test Team

CRR Project Team

Nexant

	Actual number of test scripts does not exceed the estimated number of test scripts.
	If these estimates are off, the timeline may be affected.
	Test Team

CRR Project Team

	Timely input from resources outside the team.
	Without timely input, timelines may be affected.
	Test Team

Nexant through CRR Project Team

	There will be no more than one defect per ten scripts.
	If these estimates are off, the timeline may be affected.
	Test Team

CRR Project Team

Nexant


	Constraint on
	Impact Constraint has on Test Effort
	Owners

	None
	N/A
	N/A


12. Management Process and Procedures 
12.1. Problem Reporting, Escalation, and Issue Resolution

· Issues affecting timeline must be reported to INT and CRR project management as soon as they are found.

· Constant communication between business team and test team to resolve defects and other issues.
Technical problems in the CRR system that cannot be addressed through the normal defect resolution process will be escalated to Nexant’s Program Manager/Technical Advisor and ERCOT’s Nodal System Architecture Team.  Programmatic problems that cannot be resolved by discussions between Nexant’s Administrative Project Manager and ERCOT’s CRR Senior Project Manager will be escalated to Nexant’s Program Manager/Technical Advisor and ERCOT’s Manager of Congestive Revenue and Analysis.

12.2. Approval and Signoff

The Test Plan Quick Guide provides a summary of the approval process for the test plan including the job titles of those individuals that initially must approve the plan, and sign off on the plan’s satisfactory execution.  The reviewers and approvers for the test plan are identified in the Work Product Checklist found on the PowERUP website.
13. Appendix

13.1. Test Phase Flow Diagram

[image: image16.emf]Return to Development

Start 

of 

Test

Release Readiness Review

End of Test

F

u

n

c

t

i

o

n

a

l

 

T

e

s

t

i

n

g

S

e

c

u

r

i

t

y

 

S

u

i

t

e

s

R

e

g

r

e

s

s

i

o

n

 

S

u

i

t

e

s

P

e

r

f

o

r

m

a

n

c

e

 

G

r

o

u

p

Smoke Testing

Pass?

Yes

No

Security Testing

Logon accepts and 

rejects, users can only 

see what they need

No Yes

Regression Testing

Items previously 

recorded as passed 

are still working?

No Yes

Performance 

is acceptable?

Performance Testing

No

Yes

Yes

Load causes expected 

degradation?

Load Testing

No

Yes

Yes

Stress Testing

Application performs 

within acceptable limits 

(requirements) 

No Yes

Input Value Testing

Input Values Correct?

No

Yes

Functional Testing

Functions per requirements?

No

Yes

Usability Testing

Inventory and Navigation

Pass?

No

Yes


*Please see Section 4.3 for CRR FAT testing coverage[image: image17.emf] 
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