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Executive Summary
ERCOT implemented Step One of the Emergency Electric Curtailment Plan (EECP) on 

August 1, 2007.  Factors that led to ERCOT implementing the EECP Step One:
Prior to the implementation of EECP, Unit A tripped with 770 MW at 11:19.  
At 14:21, Unit B tripped at 740 MW dropping ARR from just above 2300 MW (2302 MW) to 2056 MW.  ERCOT implemented EECP Step 1 at 14:22.  The hour prior to the EECP, the average total SCE was around -400 MW.   Load was rising approximately 1500 MW/hr.

Between 14:30 to 15:30 ERCOT requested emergency assistance across the East DC Tie, North DC Tie, Laredo VFT, and Eagle Pass DC Tie and 1265 MW of Non-spin was deployed.
As ARR recovered, EECP was terminated at 15:40.
Time Line and Description of Significant Events
· 11:19 Unit A tripped with 770 MW.  (See subsequent information per the Unit A trip)
· 11:55 QSE E called and said since they had to bring on the CTs due to Unit A tripping they were going to be short on their non-spin obligation till 13:50.  ERCOT mentioned that non-spin obligation must still be fulfilled.
· 12:46 Issued advisory due to ARR below 3,000 MW.  ERCOT Load 50,403 MW.
· 14:04 Issued alert due to ARR below 2,500 MW.  ERCOT Load 53,501 MW.
· 14:07 Non-Spin notice for request interval ending 14:45.
· 14:21 QSE E reported Unit B tripping at 740 MW.  590 MW of responsive reserve deployed.  (See subsequent information per the Unit B trip)
· 14:22 ERCOT declared EECP Step 1, ARR below 2,300 MW.  ERCOT Load 53,872 MW.
· 14:23 Contacted QSE G, asked QSE to generate emergency schedule (per procedures) 600 MW across East DC Tie and 220 MW across North DC Tie.

· 14:24 Notified SPP that ERCOT was in EECP Step 1 (EEA Alert 1).

· 14:30 1,265 MW of Non-spin deployed.

· 14:33 QSE G notified ERCOT that QSE G should be able to schedule approximately 600 MW across DC Tie.

· 14:38 ARR rose above 2,300 MW to 2,331 MW. 
· 14:44 QSE G notified ERCOT that SPP refuses schedule.  No transmission reservation available.  No additional schedules through the East DC Tie.
· 14:46 VDI issued for 100 MW import across Laredo VFT, and 30 MW import across Eagle Pass DC Tie.
· 14:49 QSE H notified ERCOT that Units C, D, E, and F were on line and requested information on unit output.  ERCOT requested “to the top.”  OOME instructions are currently being sent.

· 14:49 ARR rose above 2,500 MW to 2,511 MW.

· 15:06 ARR rose above 3,000 MW to 3,012 MW.
· 15:16 QSE I called and said Unit G was limited by 151 MW due to hot spot on transformer.
· 15:30 Emergency across the Laredo VFT and Eagle Pass ended.

· 15:40 Notified SPP that ERCOT was terminating EECP Step 1.
· 15:40 ERCOT terminated EECP Step 1, ARR at 2,813 MW.

· 15:55 QSE E said Unit A coming back online.

· 17:00 Canceled Alert issued due to ARR below 2,500 MW.  Actual ARR 3,519 MW.

· 18:00 Cancelled Advisory due to ARR below 3,000 MW.  Actual ARR 3,913 MW.

Subsequent Information

11:19 Unit A Trip

Investigation revealed that both boiler feed pumps were on just prior to the unit tripping.  However the control system installed had received instead false signals that both BFPs were offline.  The unit tripped due to this logic from the control system.
Actions items due to the unit trip:  

· Both the primary and backup control processors were changed out on August 1.

· Upgraded processors will be installed at the first available outage opportunity.

· All hardware and software to perform the upgrade is on site.

· Repairs were completed and the unit was placed online 15:38:17 the same day.  Full load was achieved at approximately 19:30.

· Similar units are being reviewed to prevent a unit trip of this type.
14:21 Unit B Trip

Unit B tripped due to low vacuum in the forced draft fan turbine (FDFT) hot well.  Reason for this was a recent revision to the unit to provide a manual increase above the upper AGC limit of the unit output.  However there was not a procedure in place to tell the control operator to start a second pump when the unit is requested to exceed the upper AGC limit. When the unit increased beyond the limit the hot well water level increased causing the low vacuum which caused the unit to trip off line.

Action items due to the unit trip:

· An alarm to alert the control operator to start the second pump was added to the control system on August 2.  The requirement to start the second hot well pump was added to the control operator procedures.
· The low vacuum alarm and high hot well alarm switches were inspected on August 1, final repair and calibrations by August 11.

· Similar units are being reviewed to prevent a unit trip of this type.

Observations/Data Review
08/01/07 13:30 – 16:00 LOAD, ARR, AND RRS
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08/01/07 13:00 – 16:00 1-HOUR-AVERAGE REALTIME LOAD

1-HOUR-AVERAGE DAY-AHEAD LOAD FORECAST
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08/01/07 13:00 – 16:00 HOURLY DAY-AHEAD RPRS CAPACITY VS. 

HOURLY REAL-TIME CAPACITY
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08/01/07 13:30 – 16:00 (EAST AND NORTH) SCHEDULED DC FLOW VS. (EAST, NORTH, LAREDO VFT & EAGLE PASS) ACTUAL DC FLOW 
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08/01/07 13:30 – 16:00 TOTAL SCE AND FREQUENCY
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08/01/07 13:30 – 16:00 FREQUENCY AND REGULATION
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08/01/07 13:30 – 16:00 NON-SPIN AND RESPONSIVE RESERVE DEPLOYMENT
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Lessons Learned
· Online capacity forecasted in RPRS and the Day-Ahead Load Forecast was not the issue during this EECP.

· DC Tie Flow as well as non-spin procured for uncertain weather, proved to be beneficial for the EECP.

· DC Tie scheduling was followed per procedures as intended.
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