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1. Introduction
The Enterprise Data Warehouse (EDW) Conceptual System Design (CSD) document is intended to illustrate how data will be stored, replicated, accessed and reported in support of the Texas Nodal Program.  The EDW design is the result of applying approved functional and system requirements at the source system level onto ERCOT enterprise information services (EIS) systems expected to deliver and safeguard the data.  Systems that will be delivering functionality will be the EIS replication streams, Operational Data Store, Data Delivery Module, Web Services, Conformed Data Warehouse, and Business Intelligence Component.  The requirements that determine the work products for the Nodal EDW Project come from other Nodal Projects requirements and directly from Protocol Section 8 (Performance Monitoring and Compliance) and Section 17 (Market Monitoring and Data Collection).
1.1. Purpose

The purpose of this document is to illustrate how expected requirements relating to data will be met.  This document should be used as a validation tool that the requirements are understood correctly and accurately and how they will be addressed by ERCOT EDW data services. 

1.2. Scope

This document covers the entirety of the Nodal EDW Project scope of work.  Since the EDW project provides enterprise data services to the remaining Nodal Project teams this scope of work does have a program-wide impact.  
1.3. Definitions, Acronyms, and Abbreviations

The following definitions are specific to the EIS systems and are referenced throughout this document.
AME – Application Metadata Engine

BI – Business Intelligence. The BI layer (aka Business Intelligence Foundation) provides business logic for each specific type of query.
BLOB – Data that has been stored in single a binary string format .

Cognos – The ERCOT standard reporting toolset used for reporting and  business analytics.

Conformed Data Warehouse (CDW)—A data warehouse solution for reporting of enterprise data that integrates data from a variety of source systems and ensures all dimensional data conforms to a single set of enterprise-approved dimensions.  This type of data warehouse enables far greater flexibility for business users to design their own reports for business intelligence.  The replacement data warehouse for ERCOT is of this type and began deliveries in 2007.
CSD – Conceptual System Design document

Data Archive —The legacy ERCOT data retention system being decommissioned in 2007.  Data from the go-live of the zonal market until 2006 was stored into the Data Archive for reporting to Market Participants.  
Data Warehouse—A generic term applied to a system of stored, historic data configured into subject area data marts for ease of reporting. The legacy ERCOT Data Warehouse was decommissioned in 2004 and its data products produced from the Data Archive. 

DDL –  Data Definition Language.  Used to build tables that contain data

DML –  Data Manipulation Language.  Used to generate reports and queries

DDM – Data Delivery Module.  A metadata-driven module which receives runtime instructions from the scheduler, creates data extracts on a recurring schedule, and tracks what was sent and received.  

IMM—The ERCOT Independent Market Monitor function administered by the Potomac Economics group.

MIR – Market Information Repository.  A database the contains all reports and data extracts that are displayed or downloaded by Market participants from both the zonal TML and Nodal MIS web portals.

MIS – Market Information System.  Refers to the web-based interface for market participant access to Nodal data, reports, and applications.

NMMS – Network Model Management System.
ODS --  Operational Data Store.  The database that provides the enterprise archival solution for data from most ERCOT systems.  

Operational Data Store (ODS)—The replacement ERCOT data retention system for the decommissioned Data Archive. The ODS offers near real-time replication of data from nearly all ERCOT source systems.  The ODS preserves the accurate history of each source system allowing for accurate historical reporting of source system data. 
PITS – Point in Time Selectivity.  Refers to the architecture enabling the state of a data set at a single point in time to be identified and isolated.

Replication—The architecture that copies data after being inserted, updated, or deleted from a source system into the ODS.  This process ensures that the ODS captures every version of data as it existed in the source system.
RSS --  Replicated Source System.  A standby database that is configured exactly like the source system.  

Source System—A source system is the system of record for a particular set of data.  In the ERCOT enterprise architecture the source systems are those systems that either originate the data set, own the business process that creates the data, or are the first systems in which data coming in from an external source arrives.
TNMIP – Texas Nodal Market Implementation Program
1.4. References

The following sources provided input to this conceptual design document.
	Artifact
	Definition

	TN.EDW.IMMRequirementsSpecification v1.0.doc
	Nodal EDW requirements from Protocol Section 17, v 1.0

	TN.EDW.ComplianceRequirementsSpecification v0.06.doc
	Nodal EDW requirements from Compliance Function, v 0.06


1.5. Overview

This document includes the following sections: system overview, objectives for specific services such as data replication, data archiving, creating business subject areas, reporting, providing data extracts, and delivering operational metadata.  Supplementary specifications are included to highlight designs around supporting functions such as system security, performance, and maintainability.
2. Overview

2.1. Design Goals
The goal of this design is to transition the Enterprise Information Services (EIS) data services and components from their current Zonal configurations to meet the new Texas Nodal protocols as well as unchanged sections of ERCOT protocols.  In addition, this design includes delivery of existing components to meet market expectations and internal ERCOT reporting needs for the new Nodal market.  
These objectives can be categorized into five major areas of functionality:
· Capability to collect and access historic data 

· A platform for performing data analysis

· Capability to collect data from operational systems for retention, reporting and analysis

· Predefined data extracts

· A data library for all EIS data products
2.2. Design Approach

The design approach is to utilize existing EIS systems, integrate Nodal products where applicable, and incorporate additional systems where necessary for transition to Nodal.  Because of the requirement to run Zonal and Nodal functionalities in parallel for a period of time before and after the Go-Live date, the design must ensure compatibility between Zonal and Nodal instances of similar functions.
2.2.1 System functional capabilities
The EIS systems will provide the following capabilities:

1. Near real-time replication of data from ERCOT source systems.

2. Point-in-time archival of replicated data, architected for efficient access to all time periods of data.

3. Extract generation capabilities for raw data sets to be sent to Public, Secure, or Certified areas of the MIS portal for retrieval by Market Participants.

4. Data Transparency capabilities utilizing web services for specific data sets specified in protocols.

5. Detailed and summary reporting capabilities for data sets requiring some level of data integration, aggregation, or transformation.
6. Reporting & analysis capability to ERCOT internal business units.  

7. Ability to combine sets of data from different source systems to build business subject area data marts for reporting.

8. A security framework around all EIS systems.

9. Reporting capability of operation metadata to include creation of updated data dictionary for all data within EIS systems.

10. Flexible architecture to accommodate increasing data volumes and interface specifications.

2.2.2 Black Box View

The two primary functions of the system will be to transition all the EIS data services and products to support the nodal market, and to provide appropriate access and toolsets necessary for the IMM and PUCT oversight functions.   The diagrams below illustrate these functions.
The following diagram shows the current interfaces for EIS data services
[image: image1.png]
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For the Nodal Market the MIS portal will be the standard interface for distributing IES data products to Market Participants.  For Independent Market Monitor and PUCT staff access some additional interfaces need to be included in the system design.  These interfaces are shown in the diagram below.

2.3. Delivery Mechanism
The delivery of these systems will be a combination of new product creation, old product modification, and the development of interfaces between systems.   Since the EIS systems receive all data feeds from the source systems, the staged delivery schedule of the various source systems calls for a staggered delivery of data services for data access. For this reason, the delivery time frame for these various services has been planned in distinct phases and smaller sub projects.  Support of the TNMIP Early Delivery System market trials also places timeline requirements for some functionality to be present by specific milestones.  The following table lists the schedule for starting the replication of specific data sets during the project:
	Source System Replication Effort
	FAT Start
	FAT Finish

	SEIBEL Registration
	5/1/2007
	6/30/2007

	EMS 2 A & B
	5/1/2007
	6/30/2007

	CMM
	7/1/2007
	8/30/2007

	MMS 1
	9/25/2007
	11/24/2007

	CRR
	9/17/2007
	11/16/2007

	NMMS Full
	9/1/2007
	10/31/2007

	Lodestar Settlements & Billing
	10/1/2007
	11/30/2007

	PI Full
	1/1/2008
	3/1/2008

	EMS 3
	10/9/2007
	12/8/2007

	EMS 4
	1/25/2008
	3/25/2008

	EMS 5
	3/24/2008
	5/23/2008

	MMS 2
	9/25/2007
	11/24/2007

	MMS OS
	11/19/2007
	1/18/2008

	EMS Full
	1/25/2008
	3/25/2008

	SEIBEL Full
	5/1/2007
	6/30/2007

	Lodestar Full
	10/1/2007
	11/30/2007

	CRR Full
	9/17/2007
	11/16/2007

	CMM Full
	7/1/2007
	8/30/2007


Functional Specification

The EIS systems performs the following high-level functions:

1. Replicate data from source systems into the Operational Data Store

2. Store reports and files from source systems into the Market Information Repository.
3. Transport and transform data into business area data marts.

4. Extract raw data and format to send to market.

5. Compile custom reports from data marts.
6. Provide web service data delivery.
7. Provide row-level security of data on all incoming data requests.

8. Generate/ update data dictionary of all data in all systems.

9. Store completed data products for retrieval by external entities.
The listed functions (data flows in) are diagrammed below:

[image: image6.wmf]Enterprise Information Services Systems

Zonal Source 

Systems

Nodal Source 

Systems

ODS

CRR

PI

Siebel

Lodesar

MMS

Shareplex

Shareplex

Dataguard

Lodestar RSS

CMM

Shareplex

Existing Replication

Shareplex

Data

Delivery

Module

Web

Services

Application

Metadata

Engine

Business

Intelligence

Layer

Conformed

Data Warehouse

Common

Dimensions

Business

Subject 

Area D

Business

Subject 

Area Z

Business

Subject 

Area A

Business

Subject 

Area B

Business

Subject 

Area C

Business Logic

MIR

E

-

Terra

NMMS

Tibco Archive

NMMS Files

CMM

EMS

/

PI RSS

MMS RSS

CRR

Siebel

Lodestar

MMS

PI

EMS

TCH

EIF

Paperfree

Siebel

Lodestar

EMMS

Shareplex

Dataguard

Shareplex

Shareplex

Shareplex


2.4. Function 1, Source System Replication
2.4.1. Introduction

Replication is performed on a source system to create historical storage of data and to offload unnecessary processing directly against the source system.
2.4.2. Inputs & Sources
A replication effort requires a set of data delivery requirements for a source system based on the EIS Content Generation guidelines. (See Appendix A)
2.4.3. Processing

The replication function reads Oracle redo logs from the source system, creates those data rows, and loads them into a database (either ODS or RSS) on another server.  By using the redo logs the source database performance is not affected. The replication stream is buffered on both the sending and receiving side to allow for different rates of data flow between the source and target systems.  Replication does no transformation on the data but rather replicates the rows exactly as they looked in the source database into the target database.
2.4.4. Outputs & Targets
Replication requires the target database to be identically structured to the source database.  This structural synchronization is maintained by the replication system itself adding new structures to the target database as they are created in the source.
2.5. Function 2, Replicated Source System (RSS) Capability
2.5.1. Introduction

The target database for a replication stream can be a RSS system if there are architectural benefits to having a standby database that looks exactly like the source system.  This means that a RSS will contain the same rows as the source at any given time, without any historical data present.  This solution can be used to allow real-time querying to be off-loaded, rather than impacting a source database that must maintain a normal transactional load of critical information.
2.5.2. Inputs & Sources
The RSS system will receive DML and DDL inputs from the replication stream which results in data Inserts, Updates, and Deletes to specific tables in the database.  
2.5.3. Processing

No processing will be done on source data coming into the RSS, as this data must maintain 100% integrity with source system data.  The RSS will maintain a set of metadata associated with each transaction so that performance and data traceability can be reported.  The RSS will enforce all referential integrity and primary key constraints as it is enforced on the source system.
2.5.4. Outputs & Sources
The RSS is capable of receiving any queries designed to pull data from the source system and will enforce all referential integrity and primary key constraints as it is enforced on the source system.  After data has been stored in the RSS the transaction will be forwarded on to be archived into the Operational Data Store via an additional replication stream. 
2.6. Function 3, Operational Data Store (ODS)
2.6.1. Introduction

The ODS is the enterprise archival solution for data from most ERCOT systems.  (NMMS will not be replicated as a database into the ODS, but rather have its output files stored in the MIR system for monitoring and compliance.)  Data in the ODS will reflect current and historical configurations of source databases.  The inclusion of historical records will require use of an additional time dimension to allow a “Point-In-Time” (PIT) representation of any data set.  Creating this PIT architecture allows  huge volumes of archived data to be easily accessed and extracted.  
As each transaction is processed on the source systems it is captured and stored in the ODS, including intra-day transactions that would not be captured in a batch-loaded process.  The ODS system then organizes the data from each source database into its own schema with the larger ODS database.  
Advantages are gained by creating a single database to house the archival solutions for multiple source databases:

- Maintains a single security framework.
- Allows for roles (such as IMM) to access all schemas from a single login point.

- Incorporates enterprise-wide metadata integration and alerting.

- Enables a standardized point-in-time solution that is controlled from a single application architecture.
- Produces a standardized, view-based access solution controlled from a single application architecture and security infrastructure.
2.6.2. Inputs & Sources
The ODS system will receive DML and DDL inputs from the replication stream which results in data Inserts, Updates, and Deletes to specific tables in the data base.   
2.6.3. Processing

Transactions being processed receive an ODS timestamp and metadata to determine the time they hit the ODS environment.  Out of sync issues will be addressed using an alerting function and a compare/repair process.  Source data will be in the ODS no more than 9 hours from the time the data was created in the source system.  Data in the ODS will remain on-line for at least seven years from the date of deletion in the respective source system, after which the data will be rolled off to a static form of storage.
2.6.4. Outputs & Sources
The ODS system will be capable of receiving queries designed to pull data from the source system as well as queries that address historical data.  The ODS will enforce all referential integrity constraints enforced on the source system.  After data has been archived in the ODS, the transaction will be available for delivery in extracts or reports generated from the ODS.  Additionally, data will be available to be loaded into the Conformed Data Warehouse business subject area data marts.  The ODS will provide metadata to the Application Metadata Engine for use in creating the Data Dictionary product.
2.7. Function 4, Conformed Data Warehouse (CDW) 
2.7.1. Introduction

The CDW database will house a number of smaller subject area data marts, designed around the way the business views their respective data sets.  The data marts will all conform to a single standard for dimensional data allowing for reporting across multiple data marts, and apples-to-apples comparisons of disparate data sets.
2.7.2. Inputs & Sources
The CDW will source its data from the ODS system to take advantage of the point-in-time selectivity.  
2.7.3. Processing

The CDW will be the system iwhere data will be transformed, or changed from it original format,  using common procedures such as aggregation, concatenation, truncation, summation, pivoting, and integration.  Each data mart will organize a specific data set to make reporting most efficient, even for large data queries or those spanning multiple source systems.  Source data will be in the CDW within 24 hours from the time the data was created in the source system.  Data in the CDW will remain on-line for at least four years , after which the data will be rolled off to a static form of storage.
2.7.4. Outputs & Sources
The CDW will provide data to the Cognos server for reporting and to individual web services for data transparency.  The CDW will provide metadata to the Application Metadata Engine for use in creating the Data Dictionary product as defined in the TN EDW RequirementsSpecification v1 0.doc. 
2.8. Function 5, Market Information Repository (MIR)
2.8.1. Introduction

The MIR system is a database-centric system for file management of Market information.   The system allows a single enterprise solution for archival of all market-facing data products as well as for outputs from the NMMS system.  The majority of information accessed by the IMM, PUCT, or market participants from the MIS portal is archived in the MIR system.  Data specifically not archived in the MIR system will be alerts, notifications, and streaming data feeds that go to MIS directly from the source system, all other reports generated from the ERCOT source systems and feed to the MIS will be stored in the MIR system.
2.8.2. Inputs & Sources
The MIR database will receive files from the ODS and CDW systems.  The MIR system is capable of handling files up to a 4GB size, and for this reason will perform the archival function of the large data models and files from the NMMS system.
2.8.3. Processing

Instead of storing files the traditional way within a file system, MIR automatically converts files into a binary large object (BLOB) and stores them within an Oracle database along with various metadata to allow easy retrieval by requesting systems.  This allows for utilization of powerful database functionalities such as advanced search, security, and storage capabilities.  MIR allows files to be stored in either a compressed or uncompressed state, enabling easier transportation of large files through to the MIS portal.  
2.8.4. Outputs & Sources
Data products stored in MIR will be immediately available to the MIS Portal, and remain available for download until their “active” time is reached (this will usually be 30 days, but could be longer based on SLAs).  The files will be deactivated simply by the switching of a metadata flag within the database.  Inactive data files stored in MIR will still be accessible to internal ERCOT business units, the IMM function, the PUCT, and the market through special request.   Files stored in the MIR database will be stored on-line for the same four-year period as data in the other EIS systems.  The files will remain accessible from backups for an additional three-years after that.
2.9. Function 6, Data Delivery Module (DDM)
2.9.1. Introduction

The DDM provides automated capability to produce the large number of data extracts required by the Nodal Market.  The DDM is a metadata-driven solution which receives runtime instructions from the ERCOT enterprise scheduling system, AppWorx.  This module interfaces with ODS databases to create required data extracts on a recurring schedule.  The extracts created will be specific to each market participant and the DDM will enforce data privacy during this process.  Since the DDM is metadata-driven, reporting on the condition and status of extract delivery is easily integrated within overall EIS operational performance reporting.
2.9.2. Inputs & Sources
The DDM will receive inputs from the AppWorx system on a daily basis for command and control of each extract.  Data for each run will be sourced from one or more schemas in the ODS system.  The metadata repository of the DDM itself will also be stored on the ODS system in a separate schema for secure access and updating.  An additional source of information to be fed into the DDM will come from the MIR database for receipt acknowledgement, once each created extract has been successfully stored in the MIR system.
2.9.3. Processing

The DDM module utilizes an optimized schedule to run extracts during low activity periods on the ODS database.  Once an extract is invoked the DDM sets up a complete metadata record of the execution of that extract to include Market Participant recipient, data rows per table, and file name for compliance and systems support purposes.  
2.9.4. Outputs & Sources
Extracts created by the DDM will be sent to the MIR database to make it available for download on the MIS portal by the Market Participant.  The DDM will contain an automated alert functionality to email the production support team if any problems are encountered during the production or transmission of an extract.  Daily status reports of extract creation will also be sent to the ERCOT business and market services managers.
2.10. Function 7, Application Metadata Engine (AME)
2.10.1. Introduction

The EIS data delivery systems are all compliant with the ERCOT enterprise vision of ensuring report ability and accuracy of data handling.  The Application Metadata Engine will centralize important metadata from the RSS, ODS, CDW, and DDM components for reporting overall status of the ERCOT data services.
2.10.2. Inputs & Sources
The AME system will query the respective metadata from the ODS and CDW.  
2.10.3. Processing

The AME system will produce compliance reports pertaining to data products made available to the Market, PUCT, the IMM function, and ERCOT internal users.  This system will also respond to specific alerts to provide reports of system statuses for production support staff and database analysts.  Daily reports of overall system reports will also be generated as a part of nominal operations, and provided to ERCOT business, executive dashboards, and market services managers.
2.10.4. Outputs & Sources
The AME will output reporting to predefined business intelligence layers, the reports will then be accessible by requesting parties. 
2.11. Function 8, Business Intelligence Layer
2.11.1. Introduction

The CDW will contain the storage of business-focused data sets in reportable structures, and the Business Intelligence Layer (aka Business Intelligence Foundation) will provide business logic for each specific type of query.  The Business Intelligence Layer will also allow the BI Reporting function to queue queries in an efficient manner to prevent bottlenecking of data requests behind the occasional very large request.
2.11.2. Inputs & Sources
The Business Intelligence Layer will receive input parameters from Cognos internal (ERCOT business users) or external (IMM and PUCT).  The service will also receive runtime performance information regarding CDW system loads for analysis on queue stacking.
2.11.3. Processing

The Business Intelligence Layer will process data requests through business rules, and  then set the valid requests into the queue.  The service will implement row-level security filtering on the requests to ensure that data is not sent to unauthorized requestors. After each data request is processed the Business Intelligence Layer will maintain a status of query completion.  
2.11.4. Outputs & Sources
Once completed the resultant data set will be issued back to the requesting interface.
2.12. Function 9, Web Service Data Delivery
2.12.1. Introduction

Data in the ODS and CDW will be accessible through specific web services set up to allow for data transparency.
2.12.2. Inputs & Sources
Web services will be constructed to allow for parameters of various ranges to be input by the user. 
2.12.3. Processing

The web services function will process the request and issue it to the respective database depending on the initial configuration.  The service will implement row-level security filtering on the request to ensure that data is not sent to unauthorized requestors. 
2.12.4. Outputs & Sources
Once completed the resultant data set will be sent to the MIR repository for retrieval by the requesting source only.
System Dependencies & Design Constraints

The systems described within this CSD can be constrained by either storage systems or processing hardware.  System trials and stabilization efforts will be highly useful to allowing tuning of the individual systems for optimal performance in the nodal market.  Likewise, the solution will be implemented in a staged approach as individual source systems come on-line over the next 21 month period.  Staggering volume changes and structural changes will provide a baseline for performance and enable rapid analysis during the build phase.
2.13. Hardware Interfaces

The solution will run on the IBM AIX servers’ virtual machine solution planned for Nodal.  Preliminary migration and architecture plans are shown below:


[image: image2] 
2.14. Software Interfaces 

Besides the source systems mentioned above, the solution will interface with the TIBCO bus system currently in use for many types of transportation, and the MIS system for all data services being provided to the market.
2.15. Services Interfaces

All services interfaces are TBD, and will comply with ERCOT’s enterprise integration standards.
2.16. Database Interfaces

Data storage requirements will be defined after delivery of the source systems, with a rough estimate being two times the data storage of the current EIS systems.  Full storage requirements will be determined by 9/1/2007.
2.17. Licensing Requirements

Oracle, Cognos, and other licenses currently available to ERCOT will be utilized for this development.  No additional licenses are expected at this time.
3. Supplementary Specifications

3.1. Performance 

Performance requirements will be addressed per specific data product or service, and comply with PUCT, IMM, and TPTF requirements for those data products or services.  Performance requirements will be documented in Service Level Agreements with each business system.  The guidelines for these SLAs around data replication and content generation can be found in Appendix A.
The following business processes and automated procedures are in place to ensure that performance and availability do not become problematic in regard to data access:
· Constant monitoring, with routines and scripts in place to identify and correct ‘lag’

· Email reports and status reports are generated and distributed every three hours to ensure database availability and accessibility.

· Customer Care has instructions and standard procedures for response in critical situations.

· Production support has documented manual intervention procedures to step in when performance issues create inaccessibility of data

· Queuing for long-running reports and extracts is in place.  Status reports for this que will be made avaialble.
· 24 x 7 on-call support for response to performance or accessibility issues.
3.2. Legal and Regulatory 

Data products and services provided by EIS systems will conform to the collection, handling, verification, and retention guidelines outlined in:
· Public Utility Regulatory Act, Texas Utility code

· ERCOT Nodal Protocols, February, 2007

· P.U.C. Subsection R. 25.362, ERCOT Governance

3.3. System and Communication 

All system and communications requirements are described in detail in the design approach section.  EDW does not have any specific communication or network requirements apart from those general requirements for the Nodal program as a whole.
3.4. System Security
System security will be compliant with the ERCOT and PUCT standards.  The ERCOT security standards are specified in CS7.6 Information Classification Corporate Standard and defined by the following sensitivity classification levels:

Public 


Information officially released for widespread public disclosure, either by requirement or as the result of an ERCOT management decision. Careful consideration should be given before classifying information as Public and releasing outside of ERCOT.  

ERCOT Limited

Information intended for internal use within ERCOT. Release of this Information represents a minimal risk to ERCOT or others entrusting Information to ERCOT. If not designated, the default classification for any Information is ERCOT Limited.

ERCOT Confidential

Information generated in the course of business, for which inadvertent access or disclosure represents a medium to significant risk to ERCOT or others entrusting Information to ERCOT. Specifically includes all Information that is “Protected Information” under the ERCOT Protocols. 

ERCOT Restricted

Information, whose disclosure would have severe legal, regulatory, operational, security, financial, or other such repercussions for ERCOT or others entrusting Information to ERCOT.

3.5. Data Confidentiality 
All data is stored in EIS systems will comply to the confidentiality of specific data sets as defined in Protocols Sections 1.3.1.1 (Items Considered Protected Information) and 1.3.1.2 (Items Not Considered Protected Information).
3.6. Back up and Recovery 

Disaster recovery will be implemented on the production systems.   As a subset of the Enterprise Information system (EIS), the ODS, CDW, and MIR systems adhere to standard practices of business in regards to backup/recovery, for example:
1- Tape backups  will be used to reconstruct data and databases in the event of catastrophic failure
2- Automatic failover routines and process to a secondary site are in place and documented.

3- Constant system monitoring for emergency recovery procedures.

3.7. Availability and Redundancy 

The production environments of the ODS and CDW are designated as high-availability systems, and will utilize the IMB RAC architecture to ensure avialability.  
3.8. Maintainability 

No specific requirements for maintainability are included in either Protocols or in Operating governance; however, the EDW conforms to the following accepted standards for ensuring maintainability:
· Naming standards will be followed to develop code and databases with consisting design patterns and explanatory documentation;

· Version control software is used to maintain the code base.  All releases and sub releases are labeled so that the correct code base can be reached when needed;

· Deployment scripts adhering to the EROCT standards are in place to deploy new versions of data descriptions and databases into the multiple environments, and

· Design documentation is provided to assist with maintenance and enhancement

3.9. Usability 

Specific usability requirements are for access to data as documented in protocols; access is limited to Public, Secure, or Certified as appropriate for the requestor.  

4. Appendix A: ERCOT Replication Criteria & Content Generation Guidelines

The following table provides the descriptions of what operational data retention and reporting practices are considered the standard for ERCOT systems.

	Data Replication Criteria
	EDW – Yes
	EDW – No

	Condition:
	
	

	1. Historical source information is of interest or value to internal ERCOT business, the Market, or the PUCT.
(Goal: Offload processing from operational systems where possible)
	X
	

	2. There is a need to research, review, recreate, or repost information as it was originally created, as of a point in time.
(Goal: Offload processing from operational systems where possible)
	X
	

	3. There are data delivery requirements for a source system, based on the EIS Content Generation guidelines.
(Goal: Offload processing from operational systems where possible)  Note: See Content Generation guidelines for more details
	X
	

	4. Data in source system is copied from another source system that is the official system of record. (Goal: Replicate data sets one time from the official source of record for that data set.)


	
	X

	
	
	

	EIS Content Generation Guidelines
	EDW – Yes
	EDW – No

	Condition:
	
	

	1. Output generation requires integration of information from multiple source systems.
(Intent: perform large joins in our most efficient environment and do not create mass duplication of information across multiple source (operational) systems)
	X
	

	2. Output generation is for a significant amount of data output (more than 1000 rows)
(Goal: perform large joins in our most efficient environment, tuned for data output)
	X
	

	3. Output generation requires information from a source (operational) systems that is not required to be persisted by the source system.  This includes information that is not retained long enough to support the generation requirements.
(Intent: Keep the operational systems at a manageable size, focused on OLTP efficiencies, and provide historical reporting in EIS)
	X
	

	4. Output generation requires information with a 'point in time' perspective that is not supported in the source (operational) system.
(Intent: Keep the operational systems at a manageable size and focused on OLTP efficiencies).
	X
	

	5. Output generation will/could adversely effect the performance or stability of the source (operational) system.
(Goal: Offload processing from operational systems where possible)
	X
	

	6. Output generation requires significant alteration, aggregation, or demoralization of information for reporting.
(Goal: Offload processing from operational systems where possible)
	X
	

	7. Output generation requires perspective of intra-day transactions (information state changes, no longer in the source (operational) system).
(Intent: Keep the operational systems at a manageable size and focused on OLTP efficiencies)
	X
	

	8. Output generation requires near real-time (data greater than 8 hours old) data availability.  (Goal: Maintain realistic expectations for operation of EIS systems).
	X
	


5. Appendix B: Subsystem Mapping to Nodal Sosa
	Sosa Use Case & System Operation
	Satisfy (Y/N/?)
	Subsist
	EDW Use Case

	I.UC2 – Retrieve Document


	Y
	EIS
	EISUC2 - Request Information

EISUC4 - Generate Extract

EISUC6 - Retrieve Information

EISUC7 - Run Existing Report

EISUC8 - Run Ad-Hoc Report

	I.UC3- Revise Document Delivery Schedule

	Y
	EIS
	EISUC3 – Cancel Request
EISUC2 – Request Information

EISUC3 – Run Existing Report

	Generic, all systems “Post to MIS”
	Y
	EIS
	EISUC1 – Replicate Data
EISUC5 – Store Files

	I.UC5 – Construct Report or Extract
	Y
	EIS
	EISUC4 – Generate Extract
EISUC6 – Retrieve Information

	
	
	
	


[image: image3.emf] 

P -  1  

[image: image4.emf] 

P - 2  


� EMBED Visio.Drawing.11  ���





ODS


9.2.0.7





MIR


9.2.0.7





COG


9.2.0.7





RCD


10.2.0.x





HP-UX





Linux





OAS/CMSDK


9.0.4.2.2





Linux





OAS/


App Express





ODS


9.2.0.7





MIR


9.2.0.7





RCD


10.2.0.x





AIX





Zonal / HPUX


(Q2-Q3 2007)





HP-UX





ARC


8.1.7.2





X





IBM Migration Factory





IBM Migration Factory





IBM Migration Factory





Linux





OAS/CMSDK


9.0.4.2.2





AIX





AIX





ISM


10.2.0.3





AIX Migration


(Q3 2007)





Zonal/Nodal AIX Plan


(Q3 2007)





AIX





AIX





RCD


10.2.0.3





CDW





ODS





CMSDK





Cognos 8.1.2





ODS





CMSDK





Cognos 8.1.2





ARC





ARC





ODS





CMSDK





Cognos 8.1.2





ARC





Cognos 1.1





Linux





Cognos


1.1





IBM Migration Factory





IBM Migration Factory





X





X





X





Data Migration





R





R





G





G





Cognos 8.1.2


 Cluster





C





Linux





R





R





G





G





Cognos 8.1.2


 Cluster





C





Linux





EIS/IBM GLBSRVS





EIS





� EMBED Visio.Drawing.11  ���





� EMBED Visio.Drawing.11  ���











	© 2006 Electric Reliability Council of Texas, Inc.
	Texas Nodal


© 2006 Electric Reliability Council of Texas, Inc. All rights reserved.

[image: image7.emf]Texas Market 

Link

High Level Architectural View of Zonal ERCOT EIS Interfaces 

Cognos 

Report Net

Source Systems

Enterprise 

Information

Services

PUCT User

PUCT Network

ERCOT User

IMM User

Market Participant

Market Participant

Market Participant

DMZ

Paper

free

Finance TCH EMMS Seibel

LODESTAR

EIF

[image: image8.emf]Market 

Information 

System

High Level Architectural View of Nodal EIS Interfaces 

Cognos 

Report Net

Source Systems

EMS NMMS CRR MMS Seibel

LODESTAR

CMM PI

Enterprise 

Information

Services

PUCT User

PUCT Network

ERCOT User

IMM User

Market Participant

Market Participant

Market Participant

DMZ

EMS, MMS

Study Tools

MMS 

MOI, MPI Interfaces

ERCOT Network

SAS/Cognos 

Tools

[image: image9.wmf]Enterprise Information Services Systems

Zonal Source 

Systems

Nodal Source 

Systems

ODS

CRR

PI

Siebel

Lodesar

MMS

Shareplex

Shareplex

Dataguard

Lodestar RSS

CMM

Shareplex

Existing Replication

Shareplex

Data

Delivery

Module

Web

Services

Application

Metadata

Engine

Business

Intelligence

Layer

Conformed

Data Warehouse

Common

Dimensions

Business

Subject 

Area D

Business

Subject 

Area Z

Business

Subject 

Area A

Business

Subject 

Area B

Business

Subject 

Area C

Business Logic

MIR

E

-

Terra

NMMS

Tibco Archive

NMMS Files

CMM

EMS

/

PI RSS

MMS RSS

CRR

Siebel

Lodestar

MMS

PI

EMS

TCH

EIF

Paperfree

Siebel

Lodestar

EMMS

Shareplex

Dataguard

Shareplex

Shareplex

Shareplex

_1242747609.vsd
IBM Compatible


Flat screen


EMS, MMS
Study Tools


Market Information System


High Level Architectural View of Nodal EIS Interfaces 


Cognos Report Net


 


Source Systems


EMS


NMMS


CRR


MMS


Seibel


LODESTAR


CMM


PI


Enterprise 
Information
Services


PUCT User


PUCT Network


ERCOT User


IMM User


Market Participant


Market Participant


Market Participant


DMZ


MMS 
MOI, MPI Interfaces


ERCOT Network


SAS/Cognos Tools



_1242748033.vsd
IBM Compatible


Flat screen


 


Source Systems


Enterprise 
Information
Services


Paper
free


Finance


TCH


EMMS


Texas Market Link


PUCT Network


ERCOT User


High Level Architectural View of Zonal ERCOT EIS Interfaces 


Seibel


LODESTAR


PUCT User


Cognos Report Net


IMM User


EIF


Market Participant


Market Participant


Market Participant


DMZ



_1242744386.vsd
Enterprise Information Services Systems


Zonal Source Systems


Nodal Source Systems


ODS


CRR


PI


Siebel


Lodesar


MMS


CMM


Shareplex


Shareplex


Dataguard


Lodestar RSS


MMS RSS


CMM


TCH


EIF


EMS/PI RSS


Paperfree


Siebel


Lodestar


EMMS


Shareplex


Existing Replication


Shareplex


Data
Delivery
Module


Web
Services


Application
Metadata
Engine


Business
Intelligence
Layer


Conformed
Data Warehouse


Common
Dimensions


Business
Subject Area D


Business
Subject Area Z


Business
Subject Area A


Business
Subject Area B


Business
Subject Area C


Business Logic


MIR


E-Terra


NMMS


Tibco Archive
NMMS Files


CRR


Siebel


Lodestar


MMS


PI


EMS


Shareplex


Dataguard


Shareplex


Shareplex


Shareplex



