
	ERCOT Retail Client Services

	Event Description: TDTWG Workshop
	Date: June 6, 2007
	Completed by: T. Richter

	Attendees: Jesse Cline-EC Power representing Just Energy– Chair;  Annette Morton-AEP – Vice Chair, Tracy Richter-ERCOT; Jack Adams – ERCOT;  Johnny Robertson-TXUE;  Kyle Miller-CNP;  Dave Farley – ERCOT;  Kevin Tanner – ERCOT;  Clay Katskee – ERCOT;  Gina Rivera-ERCOT; Scott Egger – ERCOT;  Christian Brennan – ERCOT
By Phone:  Debbie McKeever – Oncor ED, Eddie Marx – Gestalt representing Constellation NewEnergy;  Aaron Smallwood – ERCOT;  David Forfia - ERCOT

	Summary of Event:

	1. Introductions, Review of Agenda, Antitrust Statement:  Jesse Cline 10:00 
· Introduction of attendees, Jesse reviewed agenda and antitrust statement

2. Provide an update on SCR 748:  Scott Egger 10:05
· Document being discussed – posted under Key Documents of this meeting - PR 70006_01 (SCR 748) The Outage Notification Project.

· Scott Egger reviewed ERCOT’s project process explaining that this project is currently in the planning phase.  This Business Requirements document is one of the first deliverables.  The Business Requirements document is then given to the development staff to do design work.  Once those are complete it enters into the execution phase and developers  begin work to build the tool / system.  

· Scott explained that he worked extensively with Retail Client Service, Wholesale Client Services, Commercial Operations, and the ERCOT helpdesk in developing this document.  
· Scott answered questions and took down comments.  
· Debbie McKeever wanted to verify that all retail transactions processing systems were in scope of this project.  Christian Brennan stated that yes, all retail transaction processing systems were in scope and Debbie suggested that the document be updated to clearly state.  Scott Egger to update the document to state:   “The project is to include all current retail processing systems in the Outage Notification Project which include: NAESB, TIBCO, Paperfree, Siebel, TML, MarkeTrak, Email Servers.  The project is to also include the EMMS system.”

· Debbie asked if since the document identifies the systems, is it possible to have a section to explain the system name acronyms and briefly describe what the systems do.  After discussion, it was said that system description would not be included in this document since it’s a public document but will be included in the detailed document.  The actual name of the system won’t be used on the notice itself.  Security didn’t want ERCOT to post the system name when posting the notice on ERCOT.com.  Scott Egger explained that he included them in this document so the developers know which systems are included.   
· Kyle Miller asked about the definition of unplanned outage.  He said there are concerns in the Market of instances/outages less than 30 minutes not being reported.  Christian Brennan said that operationally, if a server needs to be rebooted, it takes approximately 18 minutes.  Having 30 minutes provides ERCOT time to recycle services and still meet protocols.  Christian Brennan said it’s consistent with the COPS agreement.  It was pointed out that this project is for an outage notification system and not the Service Level Agreement (SLA).  If the SLA was to get changed, this document would be changed as well.  
· Scott added that the log and calendar will be available 24 x 7 and will be in accordance with the SLA.   Jack pointed out that the alert would be on the home page of ERCOT.com.  
· Scott said this document should include everything requested in SCR 748 however if anyone feels that is not the case, please call him at 248-3162 or email him at segger@ercot.com.  He asked that he receive all comments by close of business on Thursday, June 14th.  He asked that all please adhere to this timeline so that he can get the document in final form and to developers.  

· Scott also pointed out that in the document when it refers to automated, upon initial implementation, there will be manual intervention but will become automated in the next 12 months by other projects to be implemented.  When launched it will not be fully automated but the information will get posted on ERCOT.com.  Christian Brennan explained that there are 2 projects in process – service desk tool and evaluation of monitoring system which has some serious upgrades needed to fully automate.  When this is 1st released, his team will be inserting the alerts and notifications into this system.

· Scott will make changes based on suggestions and comments from this meeting.  Any subsequent changes will be versioned and in red.  

· Annette asked if TML – API was included in this.  Jack explained that the API on TML has nothing to do with transaction processing and isn’t included in this scope.  Scott will add to the “out of scope” list that TML’s API is out of scope.  
3. ERCOT System Instances (Outages and Failures) – review; Discuss modifications to format of report along with Incident Summary Format:  Christian Brennan 10:30
· Christian Brennan reviewed the new format of the incident log to reflect changes made.  He explained that the 1st tab is a “how to use” describing definitions and how to reference information within the document.  Annual summary tab provides as much information in summary as possible.  Some new columns were added to the detailed incident data tab and he reviewed those additions.  
· Christian Brennan reviewed the outage and failure logs since last TDTWG meeting.  May had 99.05% availability.  
4. Review Final DRAFT of the updated SLA for presentation to RMS:  Aaron Smallwood 11:30
· Christian Brennan and Aaron Smallwood reviewed the updated draft of the SLA document.  They explained that a Market call was held last Friday, June 8, where he took questions and discussed the changes made.  MarkeTrak (MT) – the initial draft listed availability from 8 AM to 5 PM.  He received a request from a Market Participant to extend MT availability from 7 AM  to 10 PM and increase system availability to 99%.  They explained that they looked at metrics and found that  the greatest usage of MT was from  7 AM to 7 PM and so this draft reflects a 7 AM to 7PM  availability.  This allows ERCOT to perform maintenance outages after retail hours.  Annette asked that the same chart for MT availability be included in the MarkeTrak section.  Aaron will add.  Christian Brennan further explained that any time ERCOT would need to take MT down, a Market Notice will be sent, but service availability minutes from 7 PM to 7 AM are not included.  Aaron said they could add that the system is available 24 x 7 however only affects the SLA from 7 AM to 7 PM.  On the TML section, he received a comment asking for 99% availability 24 x 7.  The document was updated to reflect this.

· Annette asked for clarification of the statement in the introduction “In the event of a conflict between this document and the ERCOT Protocols, Retail Market Guide or PUCT Substantive Rules, the Protocols or PUC Substantive Rules take precedence over this document.”  Aaron to change this to read the Retail Market Guide and protocols take precedent over this document.  

· Annette asked if a separate document would be provided for EDW, Settlements and Billing, and Web Services or if they would be incorporated into this document.  Christian Brennan explained that they would be in a separate document.  They are referenced in this document as out of scope without reference to another document since that document does not yet exist.  

· Annette asked if MarkeTrak API was included and it was explained that yes, API is included as explained in the MT service scope section.  

· Annette commented on the service availability explaining that every outage should be included regardless of time (less than or greater than 30 minutes).  Christian Brennan explained all incidents are tracked internally and are reviewed to look for reoccurring instances and why happening consistently and what can be done to prevent.  He said that we would have to go back to the service level percentage and change as it would drop of outages less than 30 minutes were counted against the SLA.  
· Annette said the non-ERCOT MPs are required to report any outage regardless of time but not sure where that reporting is done.  Annette to look for that documentation.  Jesse said he is not aware of that reporting for non ERCOT MPs.  Aaron stated that clarification is needed and if this is in fact a standard for non-ERCOT MPs, it should be the same for ERCOT.

· Annette asked for clarification of formulas in the definitions sections. Christian said he would review.
· Several indicated concern that there will be pushback at RMS on only reporting outage incidents over 30 minutes.

5. Update to TDTWG on the status of AIX Conversion Project:  Aaron Smallwood/David Forfia 11:45
· David Forfia went through the ppt presentation.  The presentation can be found under Key Documents for this meeting.
· Discussion was held.  
· Debbie asked as sponsor of SCR745 if the AIX project is going to eliminate the last phase of this SCR.  David Forfia said he believes it will with the Oracle Real Application Clustering (RAC).  The trigger to execute phase 3 was the lack of meeting 99.9%.  He explained that based on ERCOT’s analysis, phase 1 and 2 resolved the majority of the issue and this node will take care of the others.  Dave Farley said he would like to perform another set of  analysis after this is done and come up with another proposal of what’s left.  
· Debbie asked if SCR745 is 100% complete with the exception of phase 3.  Dave Farley said no.  David Forfia said the resolution for the clustering part of 745 – have purchase order moving thru procurement – ordered 4 clustered IBM 3950 servers.  Once they come in, will begin by loading in itest environment and then will put into production environment.  Want to make sure don’t run into any issues during failover and this will be tested first in an IBM test lab facility and then in ours.  Procurement is taking the longest.  Should be seeing the hardware arrive in the next week.  Should go into itest in the next 3 weeks and if all goes well will move with a normal release into production.
· Debbie asked if the maintenance for this would be done by IBM or ERCOT staff.  David Forfia said that ERCOT staff would handle anything once it’s installed.  

· Jesse thanked David Forfia for the update and will summarize the update and report to RMS  next week.
Lunch

6. Discuss reason for Canceling the June 14th Failover workshop / produce agenda for future workshop:  Jesse Cline/All 1:00
· This was cancelled due to pushback from several large players that they didn’t have enough people available due to TX SET V3.0 and they couldn’t get their technical people there.  Want to make sure we get buy in from everyone – CRs and TDSPs.  
· Need to define what’s to be discussed and what need to get out of the meeting.  

· Annette said need to look in the RMG and see what workarounds are defined and then work from there for any MP failover, including ERCOT.  Need to verify the need for this workshop.  

· Jesse to gather a list of discussion items to be discussed at the workshop.  The workshop will be scheduled for late July or early August.  The main discussion will be around when an entity’s NAESB server is not operational – not an exchange failure.  ERCOT can’t have the ability to failover – ERCOT cannot be down based on the SLA.  The reason for the meeting is to discuss market options – threshold, best approach from a market prospective.
7. RMS Update:  All 2:00

· Dave put together from the discussion items we had.  Detail discussed and added.
· Dave will send to Jesse and once Jesse finalizes Dave Farley will post.
Jesse asked to please send him any agenda items for the next meeting on June 27.  

Adjourn  3:00
Future scheduled meeting dates are Wednesday June 27 and Wednesday August 1.  Will discuss on June 27 the meeting dates beyond August 1.


	Action Items / Next Steps:

	1. SCR745:
· Scott will make changes based on suggestions and comments from this meeting.  He asked that if anyone feels that document doesn’t include everything requested in SCR 748 to please call him at 248-3162 or email him at segger@ercot.com.  He asked that he receive all comments by close of business on Thursday, June 14th.  He asked that all please adhere to this timeline so that he can get the document in final form and to developers.  Any subsequent changes will be versioned and in red.
2. SLA:

· Aaron to add clarification to the introduction explaining that Protocols, RMG, and PUCT Substantive Rules take precedent over this SLA document.  
· Annette said the non-ERCOT MPs are required to report any outage regardless of time but not sure where that reporting is done.  Annette to provide the documentation that she referred to stating that non-ERCOT MPs are required to report any outage regardless of the time (less than 30 minutes).

3.  NAESB Failover Workshop:

· Jesse to gather a list of discussion items to be discussed at the workshop.  The workshop will be scheduled for late July or early August.  The main discussion will be around when an entity’s NAESB server is not operational – not an exchange failure.  ERCOT can’t have the ability to failover – ERCOT cannot be down based on the SLA.  The reason for the meeting is discuss market options – threshold, best approach from a market prospective.

3. Next Meeting:

· Jesse asked to please send him any agenda items for the next meeting on June 27. 
4. Future Meetings:

· Will discuss on June 27 the meeting dates beyond August 1.



	Hot topics or ‘At Risk’ Items:

	












































