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1. Introduction
The Conceptual System Design (CSD) for Settlement Statements is the starting point to bridge requirements to detailed design and, eventually, system development. While the actual design of the Settlement System, including Settlement Statements, may be different than the details in this document, the processes described begin to address the requirements from a technical perspective.
1.1. Purpose

The purpose of this document is to identify what IT understands as the expected requirements.  This document should be used as a validation tool that the requirements were understood correctly and accurately.  In addition, this document will provide a high level understanding of how IT will address the requirements related to the Settlement Statement process.
1.2. Scope

The scope of this document refers to the Commercial Services project, within the Texas Nodal Program. It addresses business requirements identified in the References section.

1.3. Definitions, Acronyms, and Abbreviations

The term “DAM” will be used to describe the Day-Ahead Market.

The term “RTM” will be used to describe the Real-Time Market.
The term “CRRO” will be used to describe a CRR Owner.

The term “Statement Recipient” will be used to indicate the applicable Market Participant to which the Statement is addressed.  Applicable Market Participants are:

· QSE

· CRR Owner
Statements consist of:

· DAM Statement

· DAM Resettlement Statement

· RTM Initial Statement

· RTM Final Statement

· RTM Trueup Statement

· RTM Resettlement Statement

1.4. References

	Artifact
	Definition

	TN.COMS.63C01.STATEMENT.REQUIREMENTS.A.doc
	Version 1.1


1.5. Document Overview
This document includes the following sections: 
· Overview - reviews the goals of the CSD as it applies to this particular Settlements process; 
· Functional Specifications - defining the technical aspects of the individual calculations (requirements) for Statements; 
· System Dependencies & Design Constraints - the assumptions, system dependencies or constraints in terms of other systems, hardware, and software relating to the Statements CSD; 
· Supplementary Specifications - the implementation concepts for the supplementary requirements such as system security, performance, and maintainability.
2. Overview

2.1. Design Goals

The design goal is to provide a simple solution that enables efficient processing of Statements.  In an effort to achieve this goal, IT development will attempt to employ the following design approaches where ever possible.

· Statement processing drivers.

· Parallel processing to allow for horizontal and vertical scaling.

· Management of effective and appropriate IO operations.

In addition, the solution must be flexible enough to handle change to both scope and demand for the generation of Statements.
2.2. Design Approach

Development will use the LODESTAR application in conjunction with customized code and data to fulfill and comply with the requirements as specified.  The LODESTAR environment is specifically designed to perform useful and efficient handling of time series (interval) data.
2.2.1. System functional capabilities

The Settlement System must efficiently and effectively handle time series and scalar calculations.
2.2.2. Black Box View
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Development will create Rates and Riders, using LODESTAR Rules Language to perform the calculations specified by the requirements. Additionally, the data flow, included, will provide a graphical representation of the requirements as specified.  The instructions, detailed in the Functional Specification of this document, will include the retrieval of the relevant records from the LODESTAR database, the applicable calculation processes, and the storing of specified outputs into the LODESTAR database. 
2.3. Assumptions 
A1)
Appropriate interfaces between external systems (e.g. Registration, etc.) and the LODESTAR system have been created and successfully executed to populate the LODESTAR database with the required input records for the calculations specified in the requirements for this settlement. (This is further defined in TN.COMS.63C01.INTERFACE.REQUIREMENTS.A.doc)

A2)
Appropriate interfaces between LODESTAR and external systems have been created to pull specified settlements data, and will execute at the appropriate time.
A3)
The LODESTAR System will not directly interact with any external system, during the LODESTAR calculation process for these requirements.

A4)
Availability of data to the extract processes will be controlled by an internal business process. (This is further defined in TN.COMS.63C01.MARKET DATA TRANSPARENCY.REQUIREMENTS.A.doc) 

A5)
No calculations will be rounded unless specifically declared in the Requirements.

A6)
During the detail design process, IT may modify the process flow logic documented here, if it does not materially change the original requirements and if it provides a more efficient process flow. 

A7)
This document will not describe the calculation process for data that was assumed by the requirements to be calculated prior to the statement process.

3. Functional Specification

3.1. Statements
Overview of Settlement Statements 

Statements provide the applicable Market Participant a breakdown of Charge Types incurred in the DAM or RTM for each Operating Day by Market type, Charge type and Settlement Run. 
3.1.1. Generate Settlement Statements
The diagram below is an abstraction of the Settlement Statement Process at the Global process level.  Each box encompasses all processes required to achieve the Settlement Statement.
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3.1.1.1. Introduction

The LODESTAR System will generate Settlement Statements for applicable Market Participants who incur charges or are entitled to payments based on Settlement calculation outputs.  Statements will be summarized at the QSE or CRR Owner level and provide interval based and summary data for each Operating Day, Market Type and Settlement Run.  The trigger for Statement execution will be controlled in the LODESTAR System by a user defined table where each Market Type, the Operating Day, Settlement Run and Process Time are recorded.  More information will be required from the Business User to fulfill the Settlement Calendar requirements.
Statements for the DAM include:
· DAM Statements, which are generated for each DAM so that they may be issued on the 2nd Business Day after the Operating Day; and

· DAM Resettlement Statements, which are generated when correction of a DAM Statement is required.  DAM Resettlement Statements will reflect, after correction of data, the re-calculation of the DAM Charge Types and the differences to financial records generated on the previous statement for the given DAM.
Statements for the RTM include:
· RTM Initial Statements, which are generated daily so that they may be issued on the 10th day after the Operating Day.  If the 10th day is not a Business Day, then the RTM Initial Statement is issued on the first Business Day after the 10th Day;

· RTM Final Statements, which are generated daily so that they may be issued on the 59th day after the Operating Day.  If the 59th day is not a Business Day, then the RTM Final Statement is issued on the first Business Day after the 59th Day.  RTM Final Statements will reflect the scheduled re-calculation of the RTM Charge Types and the differences to financial records generated on the previous RTM statement for the given Operating Day;

· RTM Trueup Statements, which are generated daily so that they may be issued on the 180th day after the Operating Day.  If the 180th day is not a Business Day, then the RTM Trueup Statement is issued on the first Business Day after the 180th Day.  RTM Trueup Statements will reflect the scheduled re-calculation of the RTM Charge Types and the differences to financial records generated on the previous RTM statement for the given Operating Day; and

· RTM Resettlement Statements, which are generated when correction of a RTM Statement is required.  RTM Resettlement Statements will reflect, after correction of data, the re-calculation of the RTM Charge Types and the differences to financial records generated on the previous RTM statement for the given Operating Day.

3.1.1.2. Inputs & Sources

	Input
	Source

	Statement Recipient Account Information
	LODESTAR

	Calculated Settlement Charge Type Output
	LODESTAR


3.1.1.3. Processing
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3.1.1.4. Outputs & Targets
	Output
	Destination

	DAM Statement XML File
	MIS Certified Area

	DAM Statement Records
	LODESTAR

	DAM Resettlement Statement XML File
	MIS Certified Area

	DAM Resettlement Statement Records
	LODESTAR

	RTM Initial Statements XML File
	MIS Certified Area

	RTM Initial Statement Records
	LODESTAR

	RTM Final Statements XML File
	MIS Certified Area

	RTM Final Statement Records
	LODESTAR

	RTM Trueup Statements XML File
	MIS Certified Area

	RTM Trueup Statement Records
	LODESTAR

	RTM Resettlement Statements XML File
	MIS Certified Area

	RTM Resettlement Statement Records
	LODESTAR


3.2. Minimum Error Amount

Overview of Minimum Error Amount 

Minimum Error Amounts are calculated daily for each market type (DAM and RTM) and stored in the Lodestar database.  Each Minimum Error Amount reflects the amount that is 2% of all payments due to ERCOT for the Market Type and Operating Day, after each Settlement Run.

3.2.1. Calculate Minimum Error Amount
The diagram below is an abstraction of the Calculate Minimum Error Amounts Process at the Global process level.  Each box encompasses all processes required to calculate the DAM and RTM Minimum Error Amounts.

3.2.1.1. Introduction

The LODESTAR System will calculate Minimum Error Amounts for each Market Operating Day and Settlement Run.  The trigger for each Minimum Error Amount calculation execution will be dependent on the completion of all Charge Types for the Market, Operating Day and Settlement Run.
Minimum Error Amount Types:
· DAMMEA – The DAM Minimum Error Amount is the amount that is 2% of all payments to ERCOT for the DAM, Operating Day and Settlement Run; and

· RTMMEA – The RTM Minimum Error Amount is the amount that is 2% of all payments to ERCOT for the RTM, Operating Day and Settlement Run.
3.2.1.2. Inputs & Sources

	Input
	Source

	List of DAM Charge Types used to calculate DAMMEA
	Configuration File

	DAM Charge Type “Amt” Interval Data
	LODESTAR

	List of RTM Charge Types used to calculate RTMMEA 
	Configuration File

	RTM Charge Type “Amt” Interval Data
	LODESTAR


3.2.1.3. Processing
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DAM Minimum Error Amount

The DAM minimum error amount is calculated for each Operating Day and Channel for the DAM and stored in the Lodestar database.  DAMMEA calculation is shown below.

DAMMEA = (∑ +(<CONFIG>)) * 2%

Where: 

(∑ +(<CONFIG>)) is the sum of all the positive value hourly intervals for the Operating Day and Channel based on DAM bill determinants specified in the DAMMEA Configuration file.  

CONFIG = The bill determinants specified in a configuration file, that will be maintained by the Business User, will determine what cuts are included in the DAM Minimum Error Amount calculation.

RTM Minimum Error Amount:

The RTM minimum error amount is calculated for each Operating Day and Channel for the RTM and stored in the Lodestar database.  RTMMEA calculation is shown below.

RTMMEA = (∑ +(<CONFIG>)) * 2%

Where: 

(∑ +(<CONFIG>)) is the sum of all the positive value (15 minute or hourly) intervals for the Operating Day and Channel based on RTM bill determinants specified  in the RTMMEA Configuration File.  

CONFIG = The bill determinants specified in a configuration file, that will be maintained by the Business User, will determine what cuts are included in the RTM Minimum Error Amount calculation.

3.2.1.4. Outputs & Targets

	Output
	Destination

	DAMMEA
	LODESTAR

	RTMMEA
	LODESTAR


4. Supplementary Specifications

The Nodal Billing and Settlements System is used to settle the Real-time and Day-Ahead markets.  This system uses LODESTAR COTS application to implement its business logic.  The LODESTAR business logic code is authored, and developed, and debugged using the LODESTAR Billing Expert User Interface, a Win32 Application that can be installed on a Windows machine.
Business Users use an Application called the “Data Manager” to view and manipulate the Data.  The LODESTAR Batch Processing Engine is run in batch mode using the Perl Interpreter that is a part of the host system.  These jobs are scheduled using an Enterprise Job Scheduling Application (currently using “AppWorx”).  The User Interface for scheduling the batch jobs uses the default Job Scheduling Application UI (“AppWorx” GUI); a Java/Swing-based Rich client launched using the JWS launcher (Java Web Start) from within a browser.

4.1. Performance Requirements 

All processes within this document will be completed within the time constraints designated in the ERCOT Protocols.  More details on how long the Settlement processes take to execute will be provided in the Detailed Design phase. 
4.2. Legal and Regulatory requirements

All LODESTAR data must be stored in accordance with ERCOT Texas Nodal Protocols and ERCOT Corporate Standards for data retention.  Specific Details on Data Retention Requirements will be determined and provided during the Integration Test phase.  We will also take into account the metrics in place today for the Zonal System.  The Settlements and Billing Business and IT Groups will make the appropriate decisions.
4.3. System and Communication Requirements

The Settlements and Billing system will require production servers for hosting the Settlements and Billing Application Servers and the “AppWorx” Scheduling Engine.
The Settlements and Billing Application Servers and Scheduling Engine must be able to communicate via TCP/IP over a local area network.

The Settlements and Billing Database needs to be accessible to ERCOT internal staff via the Data Manager and Billing Expert Rich Client User Interfaces and LODESTAR Energy Information Platform.
The Settlements and Billing System will require network access with an Enterprise Integration Layer which will interface with other Nodal systems including Registration, Dispute Management, Market Management System(MMS), Network Modeling and Management System(NMMS),  Credit Monitoring and Management (CMM) and CRR.
In addition, the Settlements and Billing system will require at least one testing environment that is configured similarly to the production environment for purposes of software testing (e.g. prior to upgrades).  Depending on the final implementation schedule, additional testing environments may be required.  There will need to be 1 testing environment for function testing and another one for Performance Testing.  The Performance Testing Environment will need the full Dataset for its performance test.

4.4. System Security Requirements

A Risk Assessment will be completed prior to the completion of the detailed design.  Required Controls identified in that assessment will be documented as part of the detailed design.

The Settlements and Billing system will be accessed by ERCOT internal Settlements Staff.  In addition to ERCOT’s standard security clearance mechanism, access to the Settlements system should be restricted to individuals approved by the Settlements department.  A risk assessment will be completed prior to completion of the detailed design.  Required Controls identified in the assessment will be documented as part of the detailed design.

The types of users that can access the Settlements system are: Developers that use the Billing Expert User Interface and Business Users that use the Data Manager User Interface.  The Batch Process is run using the Enterprise Job Scheduling Application that is run automatically at a scheduled time.
The Settlements system will NOT be accessible by external groups such as Market Participants.  Data Extracts from the Enterprise Information System will be available to outside parties via the Market Information System (MIS).

The Settlements system will be secured in accordance with ERCOT’s Security Standard.  This could include, but is not limited to, the following security features:

· Access to the Settlements system is limited to approved application access
Security Testing will be performed during either FAT or SAT and all identified issues will be resolved prior to production.  This is an Internal Application without External User Access.

4.5. Back up and Recovery Requirements

The same server configuration should be deployed both in the primary as well as in an offsite disaster recovery data center.  Data from the primary and disaster recovery systems must be synchronized in order to support continued operation in the recovery center in case of a disaster scenario.  In the event of a failover during processing, the system needs to be brought back up to complete the processing within the required time window. For the Zonal System, there is a specified time window (about 4 hours) during which the system needs to be brought back up.  The Nodal System will use similar metrics unless it is specified otherwise.  The Settlements Business and IT groups will make the relevant decisions during the Integration Test phase.

4.6. Maintainability Requirements

The Settlements system must provide system administrators with mechanisms to monitor:

· Availability and performance of the Settlements System
· Progress of long-running offline processes in the Settlements Calculations engine

· Application errors encountered during online or offline processing

The Settlements System shall recognize Daylight Savings Time:

· Spring, Standard Time to Daylight Savings Time Operating Day - Intervals Ending 0215, 0230, 0245, and 0300 will be skipped, resulting in 92, 15-minute intervals for the day.  

· Spring, Standard Time to Daylight Savings Time Operating Day - Hour Ending 0300 will be skipped, resulting in 23 hourly intervals for the day.  

· Fall Daylight Savings Time to Standard Time, Operating Day - There will be two sets of data for intervals 0115, 0130, 0145, and 0200, resulting in 100, 15-minute intervals for the day.  

· Fall Daylight Savings Time to Standard Time, Operating Day - There will be two sets of data for Hour Ending 0200, resulting in 25 hourly intervals for the day. 

4.7.  Usability Requirements

The Settlements system shall comply with ERCOT Texas Nodal standards for usability requirements.  There is a Usability Group within ERCOT that is responsible for reviewing all User Interfaces for Nodal Projects.  If necessary, this group will conduct an Usability Evaluation for the Settlements System. 

Transactional Usage *
	Description

	Number/Duration

	Minimum number of users
	0

	Maximum number of users
	A maximum of about 15-20 users hitting the Database during Business hours

	Peak Usage time and Duration
	The Business Day timings of the Settlements and Billing Department

(estimated to be from 7 am to  – 4:30 (batch processing starts at 4:30 and is not concurrent)

	Non-peak Usage
	0 users - No transactional activity

	Complexity level of the transactions
	Estimated to be medium for most activities, heavy for some workflows

	Average number of reads per transaction
	Estimates will be made during detailed design based on Zonal transactions.  But better figures will be known only during the ITEST phase.

	Average number of writes per transaction
	Estimates will be made during detailed design based on Zonal transactions.  But better figures will be known only during the ITEST phase.

	Desired I/O Throughput
	Estimates will be made during detailed design based on Zonal transactions.  But better figures will be known only during the ITEST phase.


4.8. Growth

	Description


	Response

	Change in number of users
	There is no estimated change in the number of users using the application.

	Change in amount of data
	Details on numbers will only be determined during the Detailed Design phase and the Itest Phase.  But the trend for the majority of the data growth can be estimated on a daily basis based on certain formulae:

For e.g. for some bill determinants, it could be based on:

NumQSEs * NumResources * NumCuts for a Resource (submitted Daily) * NumIntervals * # of cuts submitted daily

This is a hypothetical example.  These will be detailed during the Detailed Design phase, and an overall assessment made for the whole product.

	Increase in I/O load over time
	Estimates will be made during detailed design based on Zonal transactions.  But better figures will be known only during the ITEST phase.


4.9. Information Lifecycle Management

	Data retention
	Term

	Settlements and billing
	Extracts archived over a period that will be determined during detailed design phase

	EDW
	Estimates will be made during detailed design based on Zonal transactions.  But better figures will be known only during the ITEST phase.


4.10. Settlements and Billing Batch Processes Usage * 
· There is very little User Transactional activity during the batch process runs.  There are additional batch reporting processes that are run at the end of the Batch Settlements process.

· Batch processes include running Data Extraction from source systems, Data Aggregation Processes, Settlements Processes and Reporting.

· * Batch processes are estimated to run at a designated time (currently this is fixed around 4:30pm and finishes close to midnight). It is expected that this run window will be similar for the Nodal Settlements Batch Processes.  Further details will be determined at the Detailed Design phase.

· * Data Extraction is I/O bound, Data Aggregation and Settlements activities are going to be computationally intensive and are definitely CPU-bound.
* Estimated based on knowledge available at this time
4.11. Availability and Fail-over
· It is expected that there will be monitoring mechanisms in place to track the progress of the Settlements Batch process, and to keep track of errors.

· If there are errors in the batch process activity, there will pre-defined measures in place to determine the appropriate course of action.  These measures might include restarting the batch process activity.
· Scheduled outages are still to be determined for both frequency and duration. Since LODESTAR is executed as a batch process, it is not a 7x24 application.  It is a batch process executed on schedule.  Business requirements state that the data must be backed up on a daily basis and recoverable within 24 hours.

4.12. Disaster Recovery
· This is not a 7x24 application.  Business Requirements state that the data must be backed up on a daily basis and recoverable within the time stipulated necessary for running the application.
4.13. Provisioning Requirements
Using the guide in Section 9 of the Platform Architectural Standards, the most intense activity occurs during the usage of the calculation engine.  This activity is definitely computationally intensive with medium to heavy I/O usage (based on retrieval of data from the database and caching).

Hence, the class of servers that this application would use is estimated to be Class 1.  At this point, 32-bit CPUs are deemed to be sufficient because the LODESTAR Application does not specifically use 64-bit CPUs.
Please see the next section for a Deployment Diagram of the Application Environment.
	Function

	Physical manifestation
	Requirements
	Comments

	Storage for Base LODESTAR system
	SAN Storage


	4-5 TB for LODESTAR DB

200 GB for AppWorx Master

	Includes several years worth of Interval Data

	Oracle Instance
	Oracle instance running in an AIX LPAR
	LPAR Specification:

OS = AIX

Memory = 16 GB of memory

N-way = 2 CPUs


	Will be used for all schemas

	6 LODESTAR Core Application Servers

	OS and Server running in a VMWare VM


	OS=Windows 2003 SP2 Server

CPU = Server Class 1 model

32 bits, 2-4GB of RAM


	3 Disk Partitions of sizes 30, 30, 25
- 6 servers used in production to handle Aggregation, parallelizing calculations and offloading some reporting batch activities

	AppWorx Scheduling Engine Master and Reporting Server

	OS and Server running in a VMWare VM


	OS=RedHat Linux V3
CPU = Server Class 1 model

32 bits, 2-4GB of RAM
	1 Local Disk Partition of size 100 GB
-The Master that maintains the AppWorx jobs scheduled for batch processing activity


4.13.1. Application Environment
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5. Appendix A: Subsystem Mapping to Nodal SoSA

	SoSA Use Case & System Operation
	Satisfied? (Y/N/?)
	Subsystem
	Subsystem Operation
	Document Reference

	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	C.UC6.OP1 – Generate Day Ahead Statements, Invoices and Late Fees
	N
	
	
	

	C.UC7.OP1 – Generate Real Time Statements and Invoices
	N
	
	
	


6. Appendix B: Traceability to Requirements

This document covers the requirements for Statements that are covered in the following separate document:

TN.COM.63C01.STATEMENT.REQUIREMENTS.A (version 1.1)

All of the calculations/processes in the requirements document are covered by this CSD.[image: image6.emf] 
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