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1.
Introduction

The Texas Nodal Program is developing and deploying new systems and interfaces to support the nodal market. These systems will be deployed and available to the market for testing and qualification purposes as Early Delivery Systems (EDS).  

Each EDS release is a deployment of new applications, hardware, functions and processes to satisfy the objectives of the ERCOT Nodal Transition Plan. More information and details about this project can be obtained on the Nodal website, http://nodal.ercot.com/docs/pd/irt/index.html#oth.
This document is a memorandum of understanding that defines the Service Levels and Service Level Objectives (Targets) for supporting the EDS 1 and 2 environments among the parties named in “Reviews and Approvals” Section below. This document and the parameters defined herein are effective from TBD till the retirement / transition of EDS 1 and 2 environments. For EDS 1 and 2 timelines, refer to the latest version of Approach documents listed in “Related Documents” table above, or the Nodal website link in the previous paragraph. 
In order to use the EDS 1 and 2 environments, a Market Participant must be a currently qualified TSP or QSE with resources, or, if new, must successfully complete Registration and Qualification requirements. For questions related to Registration and Qualification requirements or for general inquiries related to EDS 1 and 2 environments, Market Participants are advised to contact their ERCOT Account Managers. They may also call the Nodal transition helpline at (512) 248-3900 or contact via e-mail at TexasNodal@ercot.com.
2.
Service Scope Definition

In scope

The Availability Targets, Problem Management and Supplemental Services defined in this document are limited to Nodal EDS 1 and 2 testing environments. This includes EDS 1 and 2 IT infrastructure (Hardware, system software, storage and network), Telemetry infrastructure, Nodal software applications and enterprise software (such as TIBCO and Oracle). 

Exclusions

Provisioning 

Provisioning of IT and Telemetry Infrastructure, enterprise and application software is guided by EDS 1 and 2 Project Management defined processes with corresponding timelines and is not covered by the scope of this document. 

Disaster Recovery

The Problem Management flow defined in this document is not tailored to address disasters. 
ICCP Service Requests:

Requests for changes to ICCP points are not covered under the scope of this document. Such requests are covered by the process defined in the following document: ICCP Service Request Process v1.0. This process captures changes that may have zonal impacts as well, and will outlive individual EDS environments. 

3.
Service Availability

	
	Service Parameter
	Specification



	1. 
	Systems Hours of operation (SHOP)

Description: Defines general hours of operation for the EDS 1 and 2 testing environment, which includes:

· Telemetry Infrastructure

· Hardware / System Software

· Nodal Application Software


	7 X 24 – Monday thru Sunday, 24 hours per day

Notes:

· EDS 1 will involve person-to-person interaction between ERCOT and each of the Transmission and Generation market participants. During Release 2, both ERCOT and market participant operators will be logged into EDS 1 systems and perform ICCP point-to-point verification.

· In EDS 2, ERCOT participation will involve functional verification of the State Estimator and Network Security Analysis applications, which receive data via ICCP. Further, EDS 2 will involve on-demand browser-based interaction from market participants, randomly accessing reports from the MIS portal or submitting Change Requests for network operations model changes. 

· The EDS 1 and 2 environments include primary and backup servers for Telemetry / ICCP infrastructure and EMS application (referred to as “real-time systems”). Real-time systems have a 5 minute recovery period per failover incident.



	2. 
	Support Hours
	8 AM – 5 PM CT Business Days

ERCOT will evaluate requests for extended support hours on a case by case basis, depending on the criticality of extended-hours testing, due dates for completion, and the benefit of making ERCOT personnel available during extended hours.

Note:

It is anticipated that support coverage hours will become progressively extensive during late phases of EDS 3 and 4. 



	3. 
	Availability Target (in % terms)
	Real-time systems:

99% during Systems Hours of Operation
All other systems (includes MIS and Reporting)

98% during Support Hours 
See Appendix-A for the formula used in the computation of Systems Availability %.

Note:

Continuous ‘Systems Monitoring’ ability does not exist for EDS 1 and 2 environments, and is not a requirement of Nodal Transition Plan for EDS 1 and 2 environments.



	4. 
	Planned Outages
	Scheduled maintenance windows are as follows:

· Business Days: 

· 5 PM till next morning 8 AM CT 

· Wednesdays: 9 AM – 11 AM CT

· Non-business Days: 24 hours

Scheduled Release and Upgrade windows are as follows:

· Business Days: 5 PM till next morning 8 AM CT 

· Non-business Days: 24 hours

Exception requests to waive Planned Outage hours will be evaluated on a case-by-case basis
Notes:

For real-time systems, scheduled maintenance / release activities will be performed on backup server whenever feasible, and failed over as necessary. If maintenance / release activities are needed on the primary server, it will be failed over to the backup server first. Backup server will become the “new” primary and will be available. 

Planned Outage Recovery Time Targets:

· Real-time systems: 5 Minutes

· All other applications and related infrastructure: 1 Hour



	5. 
	Availability Locations

Description: Defines if Market Participants need to be in any specific geographic area to access the systems
	Market Participants may access systems via secure connection from any location that is in compliance with ERCOT Access standards and ERCOT Nodal Protocols. 

Note: 

ERCOT Access standards are defined by Information Systems Security Department (ISSD). Current standards restrict access to Market Participants located within North American locations only.  However, this is subject to modification by ISSD. 



	6. 
	Systems Performance
	Systems, including Telemetry, are engineered to pass the verification tasks (“Transition Plan Tasks”) listed in EDS 1 and 2 Approach documents. See the “Related Documents” table above for links to these documents.

Specifically, telemetry failover and scan rates are engineered to perform per the Nodal Protocol 3.10.7.4. State Estimator performance is engineered to perform per the Nodal Protocol 3.10.9.

See Section 6 for details on performance metrics collection and reporting. 




4.
Problem Management

	
	Service Parameter
	Specification



	7. 
	Call Routing and Support Levels

Description: This routing scheme applies to Market Participants’ calls seeking support (post-completion of the registration and qualification). 

Notes: 

For general inquiries related to EDS 1 and 2 activities or for questions related to Registration and Qualification, Market Participants may contact their ERCOT Account Managers leveraging existing relationships.

Account Managers may refer / forward Market Participants to EDS Test Environment Coordinator as necessary.

Alternatively, Market Participants can email to: TexasNodal@ERCOT.com, or call Nodal transition helpline: (512) 248-3900.


	Market Participants will primarily call IT Console Ops (also called Help Desk) first to report problems or seek clarifications. Optionally, Market Participants may also call Wholesale Client Services department, leveraging their relationships with Account Managers. 

The teams named above – IT Console Ops and Wholesale Client Services – are termed Level-1 support.  

Where Level-1 support can’t provide resolution, it will route the ticket to various Level-2 support teams depending on the problem domain, as shown in the Call Routing Schematic in Appendix-B. 

Level-2 support teams may route the call to Level-3 support teams consisting of developers, testers and Subject Matter Experts if deemed necessary.

Support Levels and Teams

Level-1
· IT Console Ops (also called Help Desk)
· Wholesale Client Services

Level-2
· EMS / MMS Operations (EDS 1 and 2)

· IT Commercial Ops (EDS 2) 

Level-3

· IT Infrastructure and Nodal Project teams. 



	8. 
	Call Severity Definition
	For EDS 1 and 2 environments, all Market Participant-reported problems or requests are classified into the following severity categories: 

Low: Calls seeking clarifications or configuration / setup help will be assigned a severity of “Low”. Such calls may be assigned a severity of “Medium” in cases where there is a known impact to testing schedules. 
Note: “Configuration / setup help” referred above applies only to ERCOT’s systems or interfaces. This does not apply to Market Participant systems. 
Medium: 
· Problems / Issues that adversely impact part of the intended functionality, or produce incorrect results.
· Calls seeking clarifications or configuration / setup help may be assigned a severity of “Medium” if there is a known impact on testing schedules. 

High: Both primary and backup systems are unavailable, or no part of the intended functionality is available. 



	9. 
	Level-1 Contact and Coverage Information

Note: 

Market Participants are urged to contact Level-1 for initial logging of a problem report (ticket). Once a ticket is logged, Market Participants may contact Level-2 and Level-3 as directed / routed by Level-1. 

Market Participants may also directly communicate with Level-2 and Level-3 for ongoing problems requiring multiple status / progress report calls. This is described in Appendix D. 


	IT Console Ops (also called Help Desk):

· Phone: (512) 248-6800

· Email: HelpDesk@Ercot.com

· Coverage Hours: 24/7 
Wholesale Client Services: 

· Market Participants may call their Account Managers. 

· Or, call Nodal Transition helpline: (512) 248-3900

· Email: TexasNodal@Ercot.com 

· Coverage Hours: 8 AM – 5 PM CT Business days. 



	10. 
	Call Logging
	IT Console Ops will keep a record of calls using Helpdesk Trouble Ticketing systems. Support teams will update the ticket as necessary during problem resolution and closure. 


	11. 
	Support Teams Coverage Hours and Call Acknowledgement Time Targets (CATT) 


	Refer to Appendix-C for Support Teams Coverage Hours and CATT. 

	12. 
	Outage Notification Time Targets (ONTT)


	Refer to Appendix-D for a comparison matrix. 

Notes:

ONTT are defined with reference to Support Hours and not clock time. 



	13. 
	Problem Resolution Time Target (PRTT) and Escalation procedures for Market Participant reported problems.


	Refer to Appendix-D for a comparison matrix.

Also, Refer to Appendix E for Problem Resolution Time Targets (PRTT) and escalation procedures. 

Notes:

PRTT are defined with reference to Support Hours and not clock time.



	14. 
	Outage Notification and Problem Resolution Processes


	Refer to Appendix-D for a comparison matrix.




5.
Supplemental Services

	
	Service Parameter
	Specification



	15. 
	Backup and Restore 
	Refer to Appendix-F for details on Backup and Restore Services. 



	16. 
	Capacity Planning
	ERCOT Nodal project teams will work in collaboration with the Enterprise Architecture and IT Infrastructure teams to assess capacity requirements pertaining to storage, network and computing resources to meet the requirements of the Nodal Transition Plan.




6.
Metrics

	
	Parameter
	Specification



	17. 
	Availability, Performance and Problem Management Metrics Collection
	Availability Metrics: 

Continuous ‘Systems Monitoring’ ability does not exist and is not a requirement of Nodal Transition Plan for EDS 1 and 2 environments. Hence, no availability metrics will be collected. 

Performance Metrics:

EDS 2 will use Nodal EMS system functionality to measure Telemetry and State Estimator performance.  Performance results will be posted on the ERCOT MIS portal. These reports will reflect the performance of each Market Participant. 

Refer to EDS 1 and 2 Approach documents for more details.

Problem Management Metrics:

Market Participant’s calls initiated via Helpdesk and corresponding resolution details will be captured via Helpdesk Trouble ticketing systems. 



	18. 
	Review and Reporting of Metrics
	Performance results will be posted on the ERCOT MIS portal. These reports will reflect the performance of each Market Participant, and can be queried / reviewed on demand.




7.
Change Control

A change to this document can be requested either by Market Participants (represented by TPTF) or by ERCOT at any time. All changes must be reviewed and approved by ERCOT stakeholders listed in the Reviews and Approvals section below.  

8.
Reviews and Approvals

	Area of Responsibility


	Name
	Reviewed / Approved


	Date

	Control Room Ops
	Colleen Frosch
	Reviewed
	05/21/07

	EDS 1 and 2 Project Management
	John Webb
	Reviewed
	05/21/07

	Wholesale Client Services
	Patrick Coon
	Reviewed
	05/21/07

	IT Infrastructure and Operations
	David Forfia
	Reviewed
	05/21/07

	Nodal IRT team – Project Management
	Daryl Cote
	Reviewed
	05/31/07

	TPTF
	Group
	
	


Appendix-A

Systems Availability Percentage Computation

Definitions

· Business Days: ERCOT Working Days, which correspond to all weekdays excluding Holidays. 

· Reference Hours of operation (RHOP): This parameter equals either Systems Hours of Operation (SHOP) or Support Hours, depending on the reference used in Availability Target specification given in Section 3. 

· Computational Period (CP) = Period under consideration for the computation of Availability Percentages. 

Computation

The following computation is with reference to a base CP. 

· Gross Minutes = Total minutes during RHOP 

· Planned Outage Minutes = Minutes used by ERCOT during Maintenance and Release Windows that fall within RHOP. If Maintenance and Release Windows are set outside RHOP, the value of this parameter is zero (0) 

· Net Minutes = (Gross Minutes – Planned Outage Minutes)

· Unplanned Outage Minutes = (Outage Minutes due to unscheduled maintenance and release activities initiated by ERCOT during RHOP + Outage minutes due to problems during RHOP).

· Systems Availability Percentage = ((Net Minutes – Unplanned Outage Minutes) / Net Minutes) * 100

Example: Availability Percentage computation for January 2007

Note: The following example assumes that Availability Target has been specified using Systems Hours of Operation (SHOP) as reference.
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January 07

Holiday

Planned Outages

Unplanned Outages

Systems Hours of Operation (SHOP)

55 Minutes

50 Minutes

20 Minutes

35 Minutes

40 Minutes

Availability Percentage computation for January  2007

Gross Minutes in January 2007 during SHOP = 31*24*60 = 44640

Used Planned Outage Minutes =125

Net Minutes = 44640 –125 = 44515

Unplanned Outage Minutes = 75

Availability in January 2007 = ((44515 -75)/44515)*100 = 99.83%
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Notes: 

As problem diagnosis and resolution progresses, support teams within same Level may interact and reassign the ticket, if necessary – this is not shown above to avoid clutter.  

Appendix-C

Team Coverage Hours and Call Acknowledgement Time Targets (CATT)

	Support Level
	Team Name and Coverage Hours
	Call Acknowledgement Time Targets (CATT)
	Comments

	Level-1
	IT Console Operations

24x7
	Immediate
	Preferred Level-1 support team

	
	Wholesale Client Services

8AM – 5PM CT Business Days
	60 Minutes
	

	Level-2
	EMS / MMS Operations 

8AM – 5PM CT Business Days
	15 Minutes
	

	
	IT Commercial Operations

8AM – 5PM CT Business Days
	60 Minutes
	By email only

	Level-3
	IT Infrastructure SE&A

8AM – 5PM CT Business Days
	90 Minutes
	

	
	IT Infrastructure Networking

8AM – 5PM CT Business Days
	90 Minutes
	

	
	IT Infrastructure Storage

8AM – 5PM CT Business Days
	90 Minutes
	

	
	Database

8AM – 5PM CT Business Days
	90 Minutes
	

	
	EDS 1 and 2 Project Team

8AM – 5PM CT Business Days
	90 Minutes
	

	
	All other Nodal Project Teams

8AM – 5PM CT Business Days
	90 Minutes
	


Notes: 

1. Production and higher-priority environments will take precedence over Nodal EDS 1 and 2 environments in all situations and Support teams will assign resources accordingly. 

2. Teams have different CATT depending on their support level and the criticality of the functionality that they support. Also, in general, Level-3 teams will have greater allowance of CATT, since it is expected that Level-2 teams would have provided the needed acknowledgement in most cases. 

3. For problems and issues needing immediate attention, Market Participants are advised to contact IT Console Ops instead of Wholesale Client Services in Level-1 support.

Appendix D

Targets and Processes by Outage / Problem Category 

	S. No.
	Outage / Problem Category


	Outage Notification Time Target (ONTT)
	Problem Resolution / Recovery Time Target (PRTT)
	Outage Notification Process


	Problem Resolution Process

(Defines Market Participant interaction and progress reporting)

	1. 
	Planned Outages

· Scheduled Maintenance

· Scheduled Releases / Upgrades
	None – 

Standard outage windows published in this document.
	See “Planned Outages” in Section 3. 
	None – 

Standard outage schedules published in this document.


	None

	2. 
	Unplanned Outages

· Unscheduled maintenance / Release activities affecting availability

· System Failures or abnormal termination


	Within 30 minutes of outage
	Same as severity “High” Market Participant Reported Problems. 

See Appendix E
	· Notification sent by: EDS 1 and 2 Project team. 

· Mode: Email using distribution list


	· Progress report sent by: EDS 1 and 2 Project team

· Mode: Email using distribution list

· Frequency: Updates given as indicated in the initial outage notification email. 

	3. 
	Disasters

· Catastrophic events that impair operations and make redundant processes ineffective. 


	Best effort basis
	Best effort basis
	Best available options / resources will be used in Market Participant notification. 


	Disaster recovery plan and processes are not in scope of this document.

	4. 
	Market Participant Reported Problems


	N/A
	See Appendix E
	N/A
	1. Support teams, at all levels, will initially acknowledge Market Participant’s call within the Call Acknowledgement Time Targets (CATT) shown in Appendix-C. These targets apply whether a team receives the Market Participant’s call / problem report directly or as a result of hand-off from another team.  

2. During the acknowledgement call, support teams will discuss and agree with the Market Participant upon a mutually acceptable mode and the frequency of status notification / problem resolution progress report (protocol).

3. Support teams will comply with the protocol on best effort basis till the problem is resolved or the protocol is revised. Where necessary, Market Participants will cooperate with support teams in diagnosis efforts and provide necessary feedback through the process.


Appendix-E

Problem Resolution Time Targets (PRTT) and Escalation Contacts for Market Participant Reported Problems

	Area of Responsibility
	PRTT by Severity Level
	Escalation Hierarchy 

	
	Low
	Medium
	High
	

	IT infrastructure
	2 Business Days


	6 Hours 


	2 Hours 

(See Note 2 below)
	1. IT Infrastructure manager depending on area of responsibility as shown in Appendix B.

2. Director – Infrastructure and Operations

	· ICCP / Telemetry infrastructure

· Nodal application software availability
	2 Business Days

(See Note 3 below)
	6 Hours


	2 Hours 


	1. Manager – EMS / MMS Operations

2. Director – Infrastructure and Operations

	Nodal application software functionality
	2 Business Days


	6 Hours


	2 Hours 


	1. EDS 1 and 2 Project Manager

2. ERCOT Integrated Readiness and Transition (IRT) Project Manager

3. ERCOT Integrated Readiness and Transition (IRT) Project Director


Notes: 

1. If Problem Resolution Time Targets are exceeded, Market Participants may escalate the problem by contacting the individuals in the Escalation Hierarchy, in the order shown above. PRTT must be calculated with reference to Support Hours defined in Section 3.

2. Hot spares are neither a requirement of Nodal Transition Plan nor specified by Protocols for EDS 1 and 2 environments. Hence, if a failure of both Primary and Backup systems occur, the PRTT can be met only if a hot spare of the failed component is available at hand. 

3. ICCP Service request process is not covered by the scope of this document, and is not subject to targets listed above. See Section 2 (Exclusions) for further details.

4. Production and higher-priority environments will take precedence over EDS 1and 2 environments in all situations and teams will assign resources accordingly. 

5. Escalation Contacts are representative – In the absence of the individuals, their designees will be responsible.

6. The contact information of individuals in Escalation Hierarchy can be obtained by contacting the IT Console Ops, which is available 24/7.

Appendix-F

Backup and Restore Supplemental Services

	Systems 
	Full Backup
	Incremental Backup
	Vaulted Offsite?
	Recovery Time Objective

	
	Frequency
	Retention Period
	Frequency
	Retention Period
	
	

	Windows Nodal EDS 1 and 2 Servers
	Once per week. 
	3 Months
	Once a day
	2 Weeks
	No
	Depends on the severity of the problem. See Problem Resolution Time Targets (PRTT) applicable to IT Infrastructure (Appendix E)



	Unix Nodal EDS 1 and 2 Servers
	Once per week.
	3 Months
	Once a day
	2 Weeks
	No
	Depends on the severity of the problem. See Problem Resolution Time Targets (PRTT) applicable to IT Infrastructure (Appendix E)




Notes: 

1. The Recovery Time Objective applies only to non-disaster situations. See Section 2 (Service Scope Definition) for scope limitations. 

Future EDS environments 





IT Commercial Operations


8AM – 5PM CT


CATT: 1 Hour





CATT        Call Acknowledgement Time Target





IT Console Operations


aka ERCOT HelpDesk


 (512) 248-6800


� HYPERLINK "mailto:HelpDesk@Ercot.com" ��HelpDesk@Ercot.com�


Coverage: 24/7


CATT: Immediate





EDS 1 and 2





Legend





Database


8AM – 5PM CT


CATT: 90 Minutes








Storage


8AM – 5PM CT


CATT: 90 Minutes


























Wholesale Client Services 


Call Account Manager, or


General: (512) 248-3900


TexasNodal@ERCOT.com


Coverage: 8AM – 5PM CT


CATT: 1 Hour





Networking


8AM – 5PM CT


CATT: 90 Minutes








SE&A


8AM – 5PM CT


CATT: 90 Minutes





MP





Nodal Project Teams





IT Infrastructure Teams





EDS 1 and 2 Project Teams


 8AM - 5PM CT


CATT: 90 Minutes








Other Level-2 Teams








Nodal EDS 1 and 2 Environments – Call Routing





Other Nodal Project Teams


8AM - 5PM CT


CATT: 90 Minutes





EIS


8AM – 5PM CT








EMS / MMS Operations


8AM – 5PM CT


CATT: 15 Minutes





Level-1			Level-2			Level-3
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