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THE TEXAS CONNECTION.





Event Investigation
December 22, 2006 Event (Loss of 1948 MW)

ERCOT Compliance Report
1.0
Executive Summary
On December 22, 2006, initiated by a fault in a main power transformer (MPT) at XXXX Generating Station, local and remote generators tripped or reduced output by 1948 MW.  A frequency spike to 59.691 Hz resulted in 831 MW of Load acting as Resource (LaaR) being deployed, as required by the Under Frequency Load Control.  Not all required LaaR was automatically deployed and ERCOT issued instructions to QSEs to deploy the remaining 347 MW of LaaR.  The system frequency recovered to pre-disturbance level in approximately 9 minutes.  This event exceeded the MW amount required to qualify as a NERC DCS Event and was reported to NERC.  One violation notice was issued to Generator Owner of YYYY for non-compliance with ERCOT Operating Guide 3.1.4.6.  Three protocol violation notices were issued for LaaR performance.  One notice related to Protocol Section 6.5.4 (2) (tripping requirements for LaaR) and two notices related to Protocol Section 6.5.1.1 (4) (telemetry requirements).    

2.0
Overview
This report by ERCOT Compliance examines whether applicable Protocols, Operating Guides and NERC standards were met.  A timeline of the events is attached.  Data and reports related to this event were obtained from ERCOT Operations, transmission companies, QSEs and generators. 
2.1
Transmission Equipment Failure

On December 22, 2006 at 02:53:46 after seven and a half hours being energized and numerous repairs, a fault occurred at the XXXX substation while testing to bring the XXXX Unit BB MPT back one line.  From XXXX Event Report “it appears the fault was caused by high percent of combustible gases from the oil as it was energized for stability.”  20 minutes prior to the fault, the gas analysis indicated that a percentage of gases were increasing (at a rate above 50 ppm per hour), multiple measurements from the digital fault recorder (DFR) did not indicate any grounds (Voltage=0). The DFR indicated that there was a phase-to-phase-to-ground fault on the high side of the main power transformer”. The fault produced a 10 kV drop on the transmission line first tripping plant YYYY Unit DD; then tripping Units AA and CC at plant XXXX, and finally causing the runback of Combustion Turbine (CT) Units aa and bb at plant YYYY.  The local Transmission Operator indicated that at the time of the fault, none of the protection relays mis-operated and the transmission line voltage was at 345 kV.  

2.2
Actions for Grid Support

ERCOT had the South to North lines at 125% due to the loss of XXXX Units AA and CC.  During the event, the grid was managed per ERCOT and NERC requirements.  
2.3
Loss of Generation
Based on information obtained from the QSE, GO, TDSP and ERCOT Operations the sequence of generation loss was determined to be the following:

· During the first minute of the event, Unit DD (130 MW) at plant YYYY tripped off line;
· Followed by Units AA (804 MW) and CC (821 MW) (1625 MW total) at Plant XXXX tripping of line;
· Finally, YYYY Units aa (91 MW) and bb (92 MW) reduced generation output by 183 MW total.

The fault of the MPT at the XXXX station caused the auxiliary power to the two XXXX generators (Units AA and CC) to activate selected contactors that tripped the fuel feeder control and causing the fuel supply to the generators to be lost.  As a result, Units AA and CC started their ramp down and tripped off line.  However, at location YYYY, it was not immediately clear why the facility’s units tripped.  The XXXX plant fault caused a 10 kV voltage draw down on a 345 kV Transmission line.  Plant YYYY which is two substations away saw the draw down and Unit DD tripped reportedly due to a differential relay action at its main power transformer.  This is a violation of ERCOT Operating Guide Section 3.1.4.6.
Operating Guides Section 3.1.4.6 Protective Relaying Requirement states the following:


“Generators Resources must remain connected to the transmission system during the following operating conditions:

· Generator terminal voltages are within five percent (5%) of the rated design voltage and volts per hertz are less than one hundred five percent (105%) of generator rated design voltage and frequency;

· Generator terminal voltage deviations exceed five percent (5%) but are within ten percent (10%) of the rated design voltage and persist for less than 10.0 seconds;

· Generator volts per hertz conditions are less than one hundred sixteen percent (116%) of generator rated design voltage and frequency and last for less than 1.5 seconds;

· A transmission system fault (three-phase, single-phase or phase-to-phase), but not a generator bus fault, is cleared by the protection scheme coordinated between the Generation Entity and the TDSP on any line connected to the generator’s transmission interconnect bus, provided such lines are not connected to induction generators described in Protocol subsection 6.5.7.1, Generation Resources Required to Provide Voltage Support Service Installed Reactive Capability, paragraph (7).  However, in the case of a generator bus fault or a primary transmission system relay failure, the generator protective relaying may clear the generator independent of the operation of any transmission protective relaying.

The generation Facility shall have protective relaying necessary to protect its equipment from abnormal conditions as well as to be consistent with protective relaying criteria as described in Operating Guide Section 5: Planning.
Based on the criteria above, the 10 kV voltage swing was not large enough and long enough in time to have caused the voltage differential relays to activate.  Plant YYYY staff indicated that they would inspect the relaying during their next outage in March.  Based on the data available, this is a violation with Operating Guides Sections 3.1.4.6.  The YYYY plant owner and their TDSP will need to conduct the required reviews and provide a mitigation plan. 
2.4
Frequency Recovery
The loss of 1755 MW of generation in the first minute qualifies as a NERC reportable disturbance.  Standard BAL-002-0, Disturbance Control Performance (4/1/2005), Chapter D Compliance, Section 1.4, Additional Compliance Information states the following:


Reportable Disturbances – Reportable Disturbances are contingencies that are greater than or equal to 80% of the most severe single Contingency.  A Regional Reliability Organization, sub-Regional Reliability Organization or Reserve Sharing Group may optionally reduce the 80% threshold, provided that normal operating characteristics are not being considered or misrepresented as contingencies.  Normal operating characteristics are excluded because DCS only measures the recovery from sudden, unanticipated losses of supply-side resources.

Simultaneous Contingencies – Multiple Contingencies occurring within one minute or less of each other shall be treated as a single Contingency.  If the combined magnitude of the multiple Contingencies exceeds the most severe single Contingency, the loss shall be reported, but excluded from compliance evaluation.

Qualifying Disturbance Control Standard (DCS) events are initiated by loss of generation totaling between 80% and 100% of the largest single contingency (1250 MW in ERCOT).  Therefore, the generation loss did not quality as a NERC DCS event.  On 12/22/2006 at 1353 hrs, the ERCOT Operational Support Group reported this event to NERC within 24 hrs as required.  ERCOT Operation reported the event to DOE.  When an incident occurs where shedding 100 MWs of load or greater under an emergency operation policy (EECP), DOE must be notified within one hour.  
The loss of 934 MW of generation caused the frequency to drop below 59.800 Hz at 02:54:09.  This triggered 168 MWs of LaaR to automatically trip via Under Frequency Load Shedding (UFLS).  A second automatic LaaR deployment of 663 MWs via UFLS occurred forty six seconds later at 02:54:45.99 when the generation loss of an additional 821 MWs caused the frequency to drop below 59.700 Hz.  The total amount of automatic LaaR deployed was 831 MW.  To assure meeting DCS recovery time, ERCOT issued a VDI (#F-122206-01) five minutes into the event (02:59.11) to deploy any un-deployed LaaRs to supply Responsive Reserve.  One (1) of the eleven (11) QSEs with LaaRs awards did not respond with 95% of their award within ten minutes as required in Protocols Sections 6.5.4 (2).
Protocol Section 6.5.4, Responsive Reserve Service, states the following:
(2) A QSEs Load acting as a Resource must be loaded and capable of unloading the scheduled amount of RRS within ten (10) minutes of instruction by ERCOT and by action of under-frequency relays as specified by the Operating Guides.
Two (2) QSEs with LaaR awards experienced telemetry errors resulting in the incorrect status of LaaR being provided to ERCOT, which is a violation of Protocol Section 6.5.1.1 (4).
Protocol Section 6.5.1.1, Requirement for Operating Period Data for System Reliability and Ancillary Service Provision, states the following:
Operating Period data will be used by ERCOT to monitor the reliability of the ERCOT System in Real Time, monitor compliance with Ancillary Service Obligations, perform historical analysis, and predict the short-term reliability of the ERCOT System using network analysis software.  Each TDSP, at its own expense, may obtain such Operating Period data from ERCOT or from QSEs.

(4)
Any QSE that represents a provider of Responsive Reserve, Non-Spinning Reserve, or Replacement Reserve using interruptible Load as a Resource (LaaR) shall provide separate telemetry of the real power consumption of each interruptible Load providing the above Ancillary Services, the LaaR response to Dispatch Instructions for each LaaR, and the status of the breaker controlling that interruptible Load.  If interruptible Load is used as a Responsive Reserve Resource, the status of the high-set under frequency relay will also be telemetered.
Per ERCOT data, 1205 MW of LaaR was shed within the ten minute requirement.  Despite a few delays, ERCOT frequency returned to its pre-disturbance level in just over 9 minutes.  ERCOT kept LaaRs out of service until 03:58.  Because of the LaaR deployments and telemetry communications problems, protocol violation notices were sent to three QSEs.
2.5
Data and Communications
There were no major data or communication problems during this event between ERCOT and the market participants except for the telemetry problems referred to above.  At 03:03:00, ERCOT called for an EECP Step 1 due to the Adjusted Response Reserves (ARR) falling below 2300 MWs during the event.  Adjusted Responsive Reserve fell to a low point of 1726 MWs at 03:12.  Thirteen minutes (13) into the EECP Step 1 at 03:16:29, ERCOT placed the required call to the Southwest Power Pool (SPP), to notify them of the emergency declaration of EECP Step 1.  This is too great of a delay and should have happened sooner.  In addition, there seems to be confusion among the SPP Operators on the meaning of an ERCOT EECP event as it relates to NERC terminology.  

NERC Standard EOP-002-1 Capacity and Energy Emergencies Requirements R2, R3 and R9 were reviewed as part of the 2006 NERC Compliance program.  Both R3 and R9 were not applicable at this time. 

R2 states the following:


“Each Balancing Authority shall implement its capacity and energy emergency plan, when required and as appropriate, to reduce risks to the interconnected system.” 
ARR fell below 2300 MW to trigger EECP Step 1.  ERCOT Operations implemented Step 1 of the EECP as per ERCOT Protocol Section 5.6.7 (EECP Steps).  Step 2 of the EECP procedure was never reached due to the recovery of the ARR above 2300 MW at 03:44.  ERCOT cancelled EECP Step 1 at 04:07:00.  The majority of the QSEs performed as expected. 

3.0
Corrective Action/Follow-up
3.1
Generation Issues
Loss of generation at XXXX appears to have been a protective system mis-operation or a configuration problem.  The generation company staff conducted an initial review, including their TDSPs input, and may have identified a probable cause.  The plant manager indicated further follow-up is plan during upcoming outages.  Loss of the generation at YYYY should not have occurred.  The generation company should work with the local TDSP and confirm that correct coordination of protective relaying during transmission faults have been applied per Operating Guide 3.1.4.6. 
3.2 
LaaR Performance
While some performed as expected, three (3) LaaR providers did not perform as expected as required by Protocols Sections 6.5.4 (2) and 6.5.1.1 (4).  Corrective action plans were requested and reviewed by Compliance and will be tracked to completion.  Additionally, PRR 714 has been developed which proposes to tighten the requirement for initial qualification, introduces periodic testing requirements, and provides for more clearly defined conditions that would disqualify a LaaR for under/non-performing. 
3.3
Communications and Coordination
As part of the NERC requirement to inform the neighboring interconnections, a common terminology must be in use between SPP and ERCOT ISO.  It is recommended that ERCOT consider a variance to NERC Standard EOP-002-2 enabling ERCOT to utilize EECP terminology when dealing with SPP personnel.  As an alternative, ERCOT can apply NERC terminology “Energy Emergency Alerts (EEA)” when interacting with SPP personnel in the Eastern Interconnection. 
This investigation reviewed applicability of NERC standard PRC-001-0 to this event.   This standard assesses coordination of protective relaying coordination between the NERC Transmission Operator and the NERC Generator Operator.   We did not see clear indication of a violation of the specific requirements in this standard, although it did not appear that coordination of some relaying had been addressed in initial setup of some generator YYYY’s relays that could be impacted by transmission faults.   ERCOT ISO, as the NERC registered Transmission Operator, needs to make certain that the TDSPs who are delegated to actually perform this work are doing so for new equipment and changes, per requirement R3 of this standard, as well as coordinate changes on major equipment per R4.  The Operating Guides language of 7.2.2(9) suggests coordination is one of several factors to be periodically reviewed by the Facility Owner but could be more clear about the need for joint exchange of information that is necessary for relaying coordination.  

4.0
Recommendations and Conclusion

Events such as this one can produce wide ranging effects.  Completion of the actions planned above will lead to improved readiness and reliability.  These events highlight the need for cooperation and communication among all ERCOT Market Participants to plan for and manage unusual situations.  
For additional details, contact:

Robert M. Collins
Sr. Reliability Analyst, TRE
(512) 225-7036
Event Timeline
December 22, 2006
12/21/2006
19:25:49
The Main Power Transformer (MPT) for Unit BB at XXXX was energized for testing from the high voltage side.  Analyses of data measurements from the instruments attached to the MPT indicated operation in the acceptable range.

12/22/2006

02:15:00
Gas analysis of the MPT oil indicated that the percentages of combustible gases were increasing.  During the next twenty minutes, four samples of voltage measurements were obtained from the Digital Fault Recorder (DFR), there were no indications of any grounds (V = 0).

02:53:46
The MPT of Unit BB faulted. The DFR indicated that there was a phase-to-phase-to-ground fault on the high side of the MPT.

02:53:58
YYYY Unit DD (-130 MW) trips due to a voltage differential relay action. The fault from the MPT causes a 10kV draw down on the 345 kV system. 
02:54:06.49
Unit CC of XXXX turbine trip (-804 MW) 
:09.28
System Frequency hits 59.799 Hz, automatic LaaRs Deploy (+168 MW)

:09.92

Unit CC reverse power directional picked up
:12.89

Unit CC trips by reverse power relaying

02:54:52.15
Unit AA of XXXX turbine trip (-821 MW)
:54.74
System Frequency goes below 59.700 Hz, automatic LaaRs Deploy (+663 MW)

:54.99
System Frequency hits 59.691 Hz (lowest point)
:55.57
Unit AA reverse power directional picked up

:58.59
Unit AA trips by reverse power relaying

02:55:27
YYYY CT Units’ aa and bb begin ramping down

02:59:11
ERCOT issues VDI (# F-122206-01) for the rest of the LaaRs to be deployed manually, this is the start time.

03:00:27
YYYY Units aa and bb reach the bottom out of their ramp down (-183 MW)

03:03:00
ERCOT declares EECP Step 1 Adjusted Responsive Reserves (ARR) is at 1751 MW
03:03:28
Frequency recovers to 60.00 Hz but drops to 59.95 Hz a minute later.

03:09:11
10 minute mark for the rest of the LaaRs deployment (+374 MW)

Total: 831 MW + 374 MW = 1205 MW for the whole event.

03:16:21
ERCOT notifies SPP of the EECP Step 1 event

03:58:00
ERCOT issues VDI to restore all LaaRs. 

04:07:00
ERCOT cancelled EECP Step 1. ARR above 2700 MW

08:36:00
ERCOT cancelled the Advisory for ARR. 
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