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1. System Overview

1.1. Purpose

This document describes the conceptual system design for the ERCOT Outage Scheduler (OS). The driver for the development of the Outage Scheduler is to support the enablement of a nodal market (i.e., “Texas Nodal Market Redesign”) in order to increase transparency in energy prices and enable direct assignment of local congestion costs by providing a better tool for managing Transmission and Resource Outages. The ERCOT Nodal Protocols are the kernel requirements for the Outage Scheduler. The bulk of the relevant nodal protocol is contained within Section 3 of the ERCOT Nodal protocols (Management Activities), though many other sections of the protocol document are also relevant to the design of the Outage Scheduler.

The design also builds on requirements documented in the “Texas Nodal TN.MMS Requirements Specification for Outage Scheduler System” and Outage Scheduler Level 4 Activity Maps.

In this document we follow the ERCOT standard template for Conceptual System Design.

1.2. Design Approach

The ABB Market Manager™ (Network Manager™ BMS) product provides the foundation for the Outage Scheduler system, which is a modern, open architecture platform. This state-of-the-art platform is built on industry standards and proven Commercial Off-The-Shelf (COTS) products. It provides all modern cyber security features and meets industry requirements including those mandated by NERC.

Figure 1‑1 illustrates the salient architectural features of the ABB Market Manager. It should be noted that, depending on the needs of the customer, the solution can integrate with existing Portal or Web Servers of the customer.
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Figure 1‑1: Market Manger Infrastructure Used for the Outage Scheduler

Market Manager is highly scalable; from a single-node to an enterprise wide system implementation without programmer intervention. This is possible because Market Manager has a multi-tiered architecture; each tier scales and can be deployed individually. The multi-tier architecture also provides for high availability through clustering and load balancing. Each logical tier can be deployed on its own server, or several tiers can be deployed on one server. The middleware tier has components on all servers. The Outage Scheduler operates and fits in the architecture just like any other Market Application.

Using the Market Manager infrastructure, Outage Requestors interface to the Outage Scheduler using browser based thin clients over the Internet, or a WAN, with Digital Certificates to enforce security. ERCOT Outage Coordinators and System Operators access the Outage Scheduler through the local Outage Coordinator/System Operator interface. The Outage Scheduler database comprises an Oracle database.
1.3. Functional Capabilities

The Outage Scheduler is designed with the following functional capabilities in mind:

· To enable ERCOT Outage Requestors (TSPs, QSEs, etc.) to securely and efficiently submit Outage Requests in a user-friendly environment

· To enable ERCOT Outage Requestors, Outage Coordinators, and System Operators to securely and efficiently manage, view or retrieve authorized Outage data in a user-friendly environment

· To make Outage data available and easily accessible to other ERCOT systems including the EMS, MMS and CRR

· To receive necessary network model data from the NMMS system

· To utilize ABB’s Market Manager infrastructure to provide a user-friendly environment and capability for report generation and publishing, auditing, historical data storage, etc.

· To make the Outage Scheduler system easily maintainable and extendable

Software components of the Outage Scheduler system are designed with the assumption that they are implemented in an object-oriented language (Java). The design is performed and documented using the Rational Unified Process. 

1.4. Black Box View

This section presents the major externally visible interfaces of the Outage Scheduler- as a black box view.

1.1.2. Web/Graphical User Interfaces

Two web and graphical interfaces are provided:

1. Outage Requestor Interface: An interface based on the Market Participant Interface (MPI) that enables Outage Requestors to interact with the Outage Scheduler. Three channels of communication are supported by the MPI: (1) Web Forms, (2) XML File Exchange, and (3) a Programmatic Interface. All three channels use uniform Web Services as the core allowing the same PKI authentication, encryption, authorization and business rules validation to be applied to data submitted via the different channels. This interface utilizes the XML standard and a thin client for faster response over slow connections.

2. Outage Coordinator and System Operator Interface: An interface for ERCOT Outage Coordinators and System Operators which is based on the Market Manager Market Operator Interface (MOI). This web-based graphical user interface provides ways to personalize the work environment and presentation features to best meet his/her needs. Personalization of the work environment can be saved in profiles, along with user-defined filters and charts. The MOI includes auditing of user actions. All security data is stored and managed through LDAP.

Both interfaces include modern display and navigation tools, as well as various search and filtering capabilities to locate and display data to the user.

1.1.3. Data Flow

Figure 1‑2 depicts major internal and external data flow components of the Outage Scheduler. Figure 1‑3 describes the legend for Figure 1‑2. Four icons are used to describe data flow components: 1) a rectangle with rounded corners for processes, 2) a quadratic box for interfaces, 3) an open sided rectangle for data stores and 4) an arrow for data flows. The data flow diagram illustrates the relationship between data objects in the system and activities or processes, which act on these data objects. 

There are 15 processes, two major interfaces and five data stores for the Outage Scheduler. The two major interfaces are one external XML Interface in terms of a Web Service and an internal interface for software objects, the Object Interface. Within the XML Interface, there are several other interfaces such as submitting, querying, importing, and exporting Outages. For each interface there exists a corresponding process. We refer to these processes as Interface Processes; these are:

· Submit Outage Data: Covers the process of submitting Outage data and receiving a message of either successful or unsuccessful submission

· Query and Receive Outage Data: Covers the process of querying for Outage data and receiving results of queries

· Import Outage Data: Covers the process of importing Outage data from external sources and systems

· Export Outage Data: Covers the process of exporting Outage data to external systems

· Expose Outage Data: Covers the process of exposing Outage data to external systems

· Publish Reports: Covers the process of publishing Outage data to the MIS Secure Area

· Import Network Data: Covers the process of importing Network data from the NMMS

· Import Registration Data: Covers the process of importing Registration data

The Interface Processes are described in more detail in Section 3. In the following section we describe in more depth the internal processes of the Outage Scheduler.
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Figure 1‑2: High-Level Data Flow Diagram of the Outage Scheduler
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Figure 1‑3: Legend for Figure 1‑2
1.1.4. Internal Processes

The internal processes are:

1. Receive/Forward Services/Requests: Covers the process of receiving external requests and providing internal services. The process receives its input from the XML Interface and forwards its output to the Marshall & Unmarshall process.

2. Marshall & Unmarshall: Covers the process of converting from XML format to Object format and vice versa. The process receives its input from the Receive/Forward Services/Requests and forwards its output to the Object Interface.
3. Validate: Covers the process of validating data input. The process encapsulates the Outage Scheduler business rules and engine. The process communicates with the Retrieve Data and Determine Status processes and reads and writes to the Message and Audit Log data store. Input to this process comes from the Interface Processes via the Object Interface.

4. Determine Status: Covers the process of determining the status of an Outage by processing output from the Validate process. The process writes to two data stores: (1) Outage Data and (2) Warnings. Output from the process is forwarded back to the Interface Processes. Outages follow a life cycle from the time they are entered until they are marked as Completed in the Outage Scheduler. The possible states of an Outage are illustrated in the state transition diagram in Figure 1‑4. There are 14 possible states that an Outage can be in, which are listed in Table 1.

Not every Outage can be in all of the states. Depending on the Outage Type, different Outages have different life-cycle patterns. Based on their life-cycle pattern, Outages can be grouped into several categories. This grouping is listed below. A state diagram is created for each category, which are presented in Appendix A. For ease of reference in the state diagrams, the categories are labeled C1 through C12.

1. C1: Transmission and Resource Forced Outages (Figure A‑1) 

2. C2: Transmission Maintenance Level 1-3 Outages (Figure A‑2)
3. C3: Non-Reliability Resource Maintenance Level 1-3 and Reliability Resource Maintenance Level 1 Outages (Figure A‑3)

4. C4: Reliability Resource Maintenance Level 2-3 Outages (Figure A‑4)

5. C5: Transmission Planned Outages (Figure A‑5)

6. C6: Non-Reliability Resource Planned (less than 8 days) and Reliability Resource Planned Outages (Figure A‑6)

7. C7: Non-Reliability Resource Planned (more than 8 days) Outages (Figure A‑7)

8. C8: Transmission Simple Outages (Figure A‑8)

9. C9: Transmission Remedial Switching Action (Figure A‑9)

10. C10: Resource Opportunity Outage (Figure A‑10)
11. C11: Transmission Opportunity Outage (Figure A‑11)

12. C12: Transmission and Resource Unavoidable Extension (Figure A‑12)

In addition to an Outage’s life-cycle pattern, there exist different submission and approval requirements for each Outage Type.

Table 2 lists the timing requirements that guide Outage submission and approval for each Outage Type. It should be noted that in Table 2, “Approval/Acceptance/Rejection” requirements are not absolute or determinate, they function more like guidelines, unless otherwise specified.

5. Generate Warning: Covers the process of generating warning. This process is involved in two other process directly, one with the Determine Status process and the other with the Update System process.

6. Retrieve Data: Covers the process of retrieving data based on the various requests that appear in the system. The process retrieves data from all data stores in the system and intercommunicates with most of the other major internal processes.

7. Manage Outage: Covers the process of handling actions related to Outage management. The process writes data to storages such as Outage Data and Warnings and retrieves data from the Retrieve Data process.

8. Update System:  Covers the process of controlling internal system updates. The process is what we later refer to as the Event Controller, which is responsible for controlling events in the system and making sure that the system remains consistent in whatever state it is in. The System Update process controls prescheduled events, as well as reacting to run-time events. All internal processes generate events to this process. This process also launches the Validate process depending on whatever state the system is in.
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Figure 1‑4: Outage State Transition Diagram

Table 1: Outage States

	No
	State
	Description

	1
	Entered – Not Yet Submitted
	An Outage which has been entered into the Outage Scheduler, but has not yet been submitted.

	2
	Received at ERCOT
	Outages that are not automatically Accepted are initially Received at ERCOT. Then they transition to another state.

	3
	Accepted
	An Outage Request that has been scheduled. The Accepted state is different from the Approved state and depends on the Outage Type.

	4
	Approved
	An Outage Request that has been scheduled. The Approved state is different from the Accepted state and depends on the Outage Type.

	5
	Canceled
	An Outage that has been Canceled. Reasons for cancellation can be configured. Below is a list, given as an example:

· Canceled – Will Not Reschedule

· Canceled – Reschedule Within One Month

· Canceled – Reschedule Next Season

· Canceled – Reschedule, Date Unknown

· Canceled – Coordinating With ERCOT

· Canceled – Error

	6
	Study
	An Outage Request that has been assigned the Study state. Once in the Study state, the Outage is locked for any editing by the Outage Requestor.

	7
	Withdrawn
	An Outage can be withdrawn by ERCOT in the Approved, Accepted, or Active state.

	8
	Active
	An Active Outage has Planned or Actual Start Date/Time of today or earlier and no Actual End Date/Time value yet.

	9
	Outage Extension
	An extension to the Planned End Date/Time of an Outage. There are two types of Outage Extensions depending on the Outage Type:

· Forced Extension for Forced Outages

· Unavoidable Extension for Planned and Maintenance Level 1-3 Outages

An Outage Extension is a type of Forced Outage

	10
	Completed – Editable
	The Two-Hour Editing Window/Rule applies.

	11
	Completed – Not-Editable
	The final stage of an Outage. Once in this state editing of the Outage is no longer possible.

	12
	Opportunity
	Resource Opportunity Outage is the opportunity to move forward a Resource Planned Outage that would otherwise occur within 8 days, but may instead occur in conjunction with an immediate Forced Outage on that same Resource.

Transmission Opportunity Outage (TOO) is a two-stage process. The first stage involves reserving the right to take a TOO within the next 90 days conditioned on a designated Resource Outage. The second stage involves the actual submission of  the TOO once the actual conditions have been met. 
Opportunity Outage is a special category of Planned Outage.

	13
	Pending
	A Forced Outage is pending when Actual End Date/Time is entered without Supporting Information.

	14
	Rejected
	The state of an Outage Request that has been rejected by ERCOT.


Table 2: Timing Requirements for Outage Submission and Approval

	Outage Type
	Submission
	Approval/Acceptance/Rejection*

	Transmission Planned
	3 days prior to Planned Start Date/Time
	By 6 pm 2 days prior to Planned Start Date/Time

	
	3-8 days prior to Planned Start Date/Time
	By 6 pm 3 days prior to Planned Start Date/Time

	
	9-45 days prior to Planned Start Date/Time
	Within 4 days prior to Planned Start Date/Time

	
	46-90 days prior to Planned Start Date/Time
	Within 40 days prior to Planned Start Date/Time

	
	More than 90 days prior to Planned Start Date/Time
	Within 75 days prior to Planned Start Date/Time

	Transmission Opportunity
	1- The right to take a TOO: Planned Start Date/Time to occur within 90 days

2- The actual TOO submission: Same rules as for Transmission Planned Outage
	Same rules as for Transmission Planned Outage

	Transmission and Resource Forced
	After Actual Start Date/Time, but no later than 2 am the day after the Forced Outage occurred
	Immediate – ERCOT must always Accept (i.e., the Outage Scheduler assigns a default Accept status when Received at ERCOT)

	Transmission Remedial Switching Action
	No more than two days prior to the Planned Start Date/Time
	As soon as practicable but before the Planned Start Date/Time

	Transmission Maintenance Level 1
	Within 24 hours prior to Planned Start Date/Time
	Within 2 hours after Received at ERCOT – ERCOT must always Accept

	Transmission Maintenance Level 2
	2-7 days prior to Planned Start Date/Time
	Within 2 days prior to Planned Start Date/Time

	Transmission Maintenance Level 3
	8-30 days prior to Planned Start Date/Time
	Within 3 days prior to Planned Start Date/Time

	Transmission Simple
	1-2 days prior to Planned Start Date/Time
	Within 8 business hours after Received at ERCOT

	Non-Reliability Resource Maintenance Level 1
	Within 24 hours prior to Planned Start Date/Time
	Within 2 hours after Received at ERCOT – ERCOT must Accept

	Reliability Resource Maintenance Level 1
	Within 24 hours prior to Planned Start Date/Time
	Within 2 hours after Received at ERCOT – ERCOT must Accept

	Non-Reliability Resource Maintenance Level 2
	Within 2-7 days prior to Planned Start Date/Time
	ERCOT must Accept

	Reliability Resource Maintenance Level 2
	Within 2-7 days prior to Planned Start Date/Time
	Within 2 days prior to Planned Start Date/Time

	Non-Reliability Resource Maintenance Level 3
	Within 8-30 days prior to Planned Start Date/Time
	ERCOT must Accept

	Reliability Resource Maintenance Level 3
	Within 8-30 days prior to Planned Start Date/Time
	Within 4 days prior to Planned Start Date/Time

	Reliability Resource
	3-8 days prior to Planned Start Date/Time
	Within 12 am 2 days prior to Planned Start Date/Time

	
	9-30 days prior to Planned Start Date/Time
	4 days prior to Planned Start Date/Time

	
	30-45 days prior to Planned Start Date/Time
	15 days prior to Planned Start Date/Time

	
	More than 45 days prior to Planned Start Date/Time
	30 days prior to Planned Start Date/Time

	Non-Reliability Resource
	1-2 days prior to Planned Start Date/Time
	Within 8 business hours after Received at ERCOT

	
	3-8 days prior to Planned Start Date/Time
	Within 6 pm 2 days prior to Planned Start Date/Time

	
	More than 8 days prior to Planned Start Date/Time
	Immediate – ERCOT must always Accept (i.e., the Outage Scheduler assigns a default Accept status when Received at ERCOT)

	Resource Opportunity
	1-8 days prior to Planned Start Date/Time
	ERCOT will Approve as soon as possible after coordinating with all parties involved (i.e., the QSE and potentially TSPs) and evaluating reliability issues


1.2. Delivery Mechanism & Schedule

For software packaging and delivery of the Outage Scheduler, the Release Manager follows a set of internal steps:

· Accepts delivery requests from developers 

· Opens the project stream for deliveries 

· Compiles code to check for compilation errors

· Makes a baseline

· Verifies release contents against delivery requests

· Compiles a runtime kit. The kit shall contain everything necessary - such as applications, libraries and configuration files - to deploy and run the Outage Scheduler

· Deploys runtime for Quality Assurance (QA) testing

· Sends release heads-up to customer. This is an established routine by the Release Manager that usually occurs in form of an email to the customer.

· Creates release notes

· Gets the release signed-off from Project Manager and the Customer Focus Director or Quality Leader

After the internal sign-off for the release is completed the following steps are followed:

1. Transmittal of release to customer via pre-defined mechanism (email, ftp, etc.)

2. Deployment of the Outage Scheduler kits by ERCOT:

a. ERCOT Outage Coordinator and System Operator kit (automated deployment)

b. ERCOT Outage Requestor system kit (mostly automated)

The schedule for the project activities including delivery of the Outage Scheduler is documented in the Phase 2 contract material.

2. Functional Specification

2.1. Submit Outage Request

2.1.2. Traceability to Requirement(s)

FR 1-1

2.1.3. Introduction

In order for the Outage Scheduler to manage Outages, those Outages must be submitted. This function encompasses the process by which an Outage Requestor submits an Outage.

2.1.4. Inputs

Each Outage Requestor (TSPs and QSEs, etc.) shall have the ability to submit to ERCOT their Outages in a timeframe that is a function of the Outage Category and Type. TSPs shall be permitted to submit Outage Requests within the Transmission Category, while QSEs shall be permitted to submit Outage Requests within the Resource Category (Generation and Load). The following information shall be provided in an Outage Request for the Transmission Category (varies somewhat based on Outage Type):

· Identification of primary and alternate telephone numbers for the TSP Single Point of Contact, the name of the individual submitting the Outage Request (i.e., Outage Requestor), and location (i.e., TSP)

· The identification of the Transmission Facility (i.e., From Station)

· Identification of any other Transmission Facility that must be out of service to facilitate the Outage Request, in terms of existing equipment

· A free text field for Project Name/NOMCR ID

· A description of the nature of work to be performed during the proposed Transmission Outage. A drop-down box with a predefined set of work description options shall be provided, as well as a free-text box for further explanation (i.e., Requestor Notes and Supporting Information)

· Identification of Equipment and Equipment Type

· Normal and Outage States (if the Transmission Element is a CB, DSC, DISC, LS, or MOS)

· Planned Start and End Date/Time

· Earliest Start and Latest End Date/Time

· The time required to: (i) terminate the Outage, and (ii) restore the Transmission Facility to normal operation (i.e., Emergency Restoration Time)

· Identification of any remedial actions or special protection systems necessary during this Outage and the contingency that will require the remedial action or relay action

The following information shall be provided in an Outage Request for the Resource Category (varies somewhat based on Outage Type):

· Identification of primary and alternate telephone numbers for the QSE Single Point of Contact, the name of the individual submitting the Outage Request (i.e., the Outage Requestor), and location (i.e., QSE)

· The identification of the Resource Facility (i.e., Station Name)

· A description of the nature of work to be performed during the proposed Resource Outage. A drop-down box with a predefined set of work description options shall be provided, as well as a free-text box for further explanation (i.e., Requestor Notes and Supporting Information)

· Identification of Equipment and Equipment Type

· High Sustained Limit (HSL) available during the Outage

· Low Sustained Limit (LSL) available during the Outage

· A flag to indicate Resource availability/unavailability. Availability indicates that the Resource will be On-line or Off-line and available for commitment. Unavailability indicates that the Resource will be Off-line and unavailable. Note: If this flag is set to unavailable then the HSL=LSL=zero.

· Planned Start and End Date/Time

· Earliest Start and Latest End Date/Time

2.1.5. Processing

Refer to Appendix A.10 for Transmission Outage Types. A Forced Extension can only be created from an original Forced Outage that cannot be submitted as a Planned Outage according to ERCOT protocol time lines. An Unavoidable Extension can only be created from an original Planned or Maintenance Outage that cannot be submitted as a Planned or Maintenance Outage according to ERCOT protocol time lines. Outage submission time lines according to ERCOT protocols are listed in Table 2. When creating an Outage on a Transmission Element, the TSP shall have the capability of choosing from a list of associated switches and/or breakers for that Transmission Element. The data required to populate these selection lists is provided by the NMMS to the Outage Scheduler.
Refer to Appendix A.10 for Resource Outage Types. Planned Outages are handled differently, depending upon whether they are submitted more or less than eight days. A Forced Extension can only be created from an original Forced Outage that cannot be submitted as a Planned Outage according to ERCOT protocol time lines. An Unavoidable Extension can only be created for an original Planned or Maintenance Outage that cannot be submitted as a Planned or Maintenance Outage according to ERCOT protocol time lines. Outage submission time lines according to ERCOT protocols are listed in Table 2.

2.1.6. Outputs

Output of an Outage submission depends on the Outage Type. Appendix A summarizes the various state transition diagrams for all Outage Types.

2.2. Edit Outage Request

2.2.2. Traceability to Requirement(s)

FR 1-2

2.2.3. Introduction

The Edit Outage function provides features necessary for editing an Outage whenever the situation requires an Outage change or ERCOT requires a change to or a resubmission of an Outage.

2.2.4. Inputs

An Outage that has a minimum status of Received at ERCOT.

2.2.5. Processing

An Outage Requestor shall be permitted to edit an Outage submitted on behalf of the same requesting company whenever any information concerning that Outage changes or ERCOT requires modification and/or re-submission.

Any changes to an Outage shall require resubmission to ERCOT (i.e., revalidation of the submittal timeline as defined in Table 2. All changes to an Outage, which are submitted to ERCOT, are tracked through version control, which is covered in Section 2.20.
2.2.6. Outputs

The ability to edit an Outage and the properties that can be edited depend on the Outage Type and the state of the Outage. Outage states that permit editing are illustrated in the state transition diagrams in Appendix A.

2.3. Cancel Outage Request

2.3.2. Traceability to Requirement(s)

FR 1-3

2.3.3. Introduction

The Cancel Outage function provides the features necessary for canceling an Outage. Cancellation by ERCOT is handled by a different function, described in Section 5.9.
2.3.4. Inputs

Depending on the Outage Type, an Outage must be in one of three states: (1) Received at ERCOT, (2) Accepted or (3) Approved.
2.3.5. Processing

The user shall be permitted to cancel an Outage Request if the need for the request no longer exists. Cancellation must occur before the Outage is Active, thus before Planned Start Date/Time has past.
2.3.6. Outputs

An Outage in the Canceled state. Reasons for cancellation are configurable; examples are given in Table 1. The Cancel state for each Outage Type is illustrated in the state transition diagrams in Appendix A.
2.4. Create Outage Extension

2.4.2. Traceability to Requirement(s)

FR 1-4

2.4.3. Introduction

If the work that necessitated an Outage is forecasted to take longer than originally thought, then an Outage Extension may be created.

2.4.4. Inputs

An Outage must be in the Active state and at the same time cannot be submitted as a Planned Outage according to ERCOT protocol time lines as described in Table 2.
2.4.5. Processing
An Outage Requestor shall have the capability to extend an Outage if it is not possible to complete the Outage by the Planned End Date/Time. There are two types of extensions:
· Forced Extension – for extending Forced Outages

· Unavoidable Extension – for extending Planned and Maintenance Level 1-3 Outages

2.4.6. Outputs
Planned End Date/Time is extended as the result of a successful Outage Extension submission.

2.5. Create Recurring Outages 

2.5.2. Traceability to Requirement(s)

FR 1-5

2.5.3. Introduction

In the interest of user efficiency, the Create Recurring Outages function can be used to create a series of Outages repeated over a period of <n> days up to a maximum of 50.

2.5.4. Inputs

The Create Recurring Outage function applies to Planned Outages.

2.5.5. Processing

The Outage Requestor shall have the capability to create an Outage Request that recurs on a daily basis from a Planned Outage when it is created. The duration of the original Outage Request shall not exceed 24 hours. The Outage Request shall include: Start Date/Time of the original copy, End Date/Time of the last copy and interval in days between each copy. This action creates multiple Outage Requests, one for each contiguous period.
2.5.6. Outputs

A set of Outages, which are independent of each other, with identical attributes except for Planned Start Date/Time, End Date/Time, and Outage ID.

2.6. Copy Existing Outage 

2.6.2. Traceability to Requirement(s)

FR 1-6

2.6.3. Introduction

In the interest of user efficiency, the Copy Existing Outage function enables a user to create new Outages based on the contents of an existing Outage.

2.6.4. Inputs

An existing Outage hereby denoted as the Original Outage, which has at least a status of Received at ERCOT. The following information shall be provided in an Outage Request for the Transmission Category (varies somewhat based on Outage Type):

· Identification of primary and alternate telephone numbers for the TSP Single Point of Contact, the name of the individual submitting the Outage Request (i.e., Outage Requestor), and location (i.e., TSP)

· The identification of the Transmission Facility (i.e., From Station)

· Identification of any other Transmission Facility that must be out of service to facilitate the Outage Request in terms of existing equipment

· A free text field for Project Name/NOMCR ID

· A description of the nature of work to be performed during the proposed Transmission Outage. A drop-down box with a predefined set of work description options shall be provided, as well as a free-text box for further explanation (i.e., Requestor Notes and Supporting Information).

· Identification of Equipment and Equipment Type

· Normal and Outage States (if the Transmission Element is a CB, DSC, DISC, LS, or MOS)

· Planned Start and End Date/Time

· Earliest Start and Latest End Date/Time

· The time required to: (i) terminate the Outage, and (ii) restore the Transmission Facility to normal operation (i.e., Emergency Restoration Time)

· Identification of any remedial actions or special protection systems necessary during this Outage and the contingency that will require the remedial action or relay action

The following information shall be provided in an Outage Request for the Resource Category (varies somewhat based on Outage Type):

· Identification of primary and alternate telephone numbers for the QSE Single Point of Contact, the name of the individual submitting the Outage Request (i.e., the Outage Requestor) and location (i.e., QSE)

· The identification of the Resource Facility (i.e., Station Name)

· A description of the nature of work to be performed during the proposed Resource Outage. A drop-down box with a predefined set of work description options shall be provided, as well as a free-text box for further explanation (i.e., Requestor Notes and Supporting Information)

· Identification of Equipment and Equipment Type

· High Sustained Limit (HSL) available during the Outage

· Low Sustained Limit (LSL) available during the Outage

· A flag to indicate Resource availability/unavailability. Availability indicates that the Resource will be On-line or Off-line and available for commitment. Unavailability indicates that the Resource will be Off-line and unavailable. Note: If this flag is set to unavailable then the HSL=LSL=zero

· Planned Start and End Date/Time

· Earliest Start and Latest End Date/Time

2.6.5. Processing

An Outage Requestor shall have the capability to copy an existing Planned Outage and modify its fields accordingly. 
2.6.6. Outputs

An Outage in the Received at ERCOT state with fields identical to the Original Outage, except as modified above, and with a new Outage ID.

2.7. Create Opportunity Outage

2.7.2. Traceability to Requirement(s)

FR 1-7

2.7.3. Introduction

Opportunity Outages are a special category of Planned Outages.  Each TSP and QSE shall have the ability to submit to ERCOT an Opportunity Outage. Every Opportunity Outage shall be associated with a Resource, hereby referred to as the designated Resource. Two types of Opportunity Outages exist, one for Resource Outages and one for Transmission Outages. For Transmission Opportunity Outage (TOO), the designated Resource may include more than one Resource.
2.7.4. Inputs

For a Resource Opportunity Outage, the input includes 1) an already approved/accepted Planned Outage for the Resource to occur within the next eight days and 2) a Forced Outage on that same Resource.
For a Transmission Opportunity Outage, the input includes 1) reserving the right to take a TOO within the next 90 days and 2) an approved/accepted Planned, Maintenance, or Forced Outage for the designated Resource or set of Resources.
2.7.5. Processing 

A QSE shall be able to submit a Resource Opportunity Outage for an already approved/accepted Planned Outage of the same Resource if a Forced Outage on that Resource occurs within eight days of the Planned Outage.
A TSP shall be able to submit a Transmission Opportunity Outage to occur within the next 90 days. A Transmission Opportunity Outage is a two-stage process. The first stage involves submitting the initial request and receipt of taking a TOO. The second stage involves the actual approval and implementation of a TOO. This begins after the OS issues a message to the TSP and ERCOT that TOO conditions have been met. The first stage involves submitting the Transmission Opportunity Outage with the following information:

· TSP equipment to be outaged

· End date the TOO must be completed by 
· A designated Resource or set of Resources
· The duration the Equipment will need to be taken out of service, hereby referred to as the TOO duration
· The maximum generation (High Sustained Limit) of the Designated Resource or set of Resources during the Outage. Some Transmission Outages require the derated HSL to be below a specific limit before the Outage can take place. In most cases the HSL will be zero for a Transmission Opportunity Outage
The status of the first-stage submitted Transmission Opportunity Outage shall be Received at ERCOT.

The Outage Scheduler shall issue a warning to the TSP and ERCOT and release the TOO for second-stage implementation of the Transmission Opportunity Outage if the following occurs:

· The designated Resource or set of Resources submits or has already submitted a Planned, Maintenance, or Forced Outage, whose duration is longer than or equal to the TOO duration, to occur within the TOO 90-day period

· The Resource Outage is Accepted/Approved by ERCOT; in case of multiple Outages for the Designated Resource that qualify for the TOO, Outage Scheduler shall select the first Approved/Accepted Outage. 

The Outage Scheduler shall verify that the TOO Planned Start and End Dates/Times fall within the Planned Start and End Dates/Times of the designated Resource Outage. The TOO shall be approved unless there are security issues involved. ERCOT shall allow the TSP to resubmit the TOO if security issues can be resolved by modifying the original Planned Start and End Dates/Times. In case that the TOO is rejected, the TSP shall have the opportunity to submit a new TOO, following standard procedure for any Outage that is rejected by ERCOT.
A TOO is considered expired and shall be canceled by the Outage Scheduler if the TSP has not submitted Planned Start and End Dates/Times of the TOO before the designated Resource Outage has started and the TOO duration will go beyond the end of the designated Resource Outage.

Once started, if the Transmission Opportunity Outage can not be completed as scheduled, the TSP shall have to request an Unavoidable Extension.
In case of any changes to the designated Resource Outage, Outage Scheduler shall issue a warning to that effect to all parties involved (i.e., ERCOT Outage Coordinator and the respective TSP and QSE). The resolution of the requested change to the designated Resource Outage and its impact on the respective Transmission Opportunity Outage shall be handled by the ERCOT Outage Coordinator and the involved TSP and QSE.
2.7.6. Outputs

A Resource Opportunity Outage and/or a Transmission Opportunity Outage (TOO).

2.8. Create Outage Group

2.8.2. Traceability to Requirement(s)

FR 1-8

2.8.3. Introduction

In situations where multiple Transmission Elements need to be taken out of service according to the same schedule, the Create Outage Group is a convenient mechanism for managing a group of Transmission Outages with a common Planned Start Date/Time and End Date/Time.
2.8.4. Inputs

N/A

2.8.5. Processing

The TSP shall have the capability to create an Outage Group. An Outage Group shall be produced using an original non-"Remedial Switching Action" Transmission Outage to create multiple copies with different affected Transmission Elements that share a common Start and End Date/Time. The resulting Outages shall be bound together as a Common Outage.
When creating an Outage on a Transmission Element, the TSP shall have the capability of choosing from a list of associated switches and/or breakers for that Transmission Element. Outages for those switches and/or breakers shall be created automatically and all Outages shall be bound together (i.e., the original Transmission Outage plus the associated switch and breaker Outages) as an Outage Group.
2.8.6. Outputs

A collection of Outages with status Received at ERCOT with common Planned Start Date/Time and End Date/Time and individual Outage IDs, but at the same time the Outage IDs shall indicate membership in an Outage Group.

2.9. Respond to Warning (both External Client and Internal ERCOT) 

2.9.2. Traceability to Requirement(s)

FR 1-9, FR 2-4

2.9.3. Introduction

There are situations in which information needs to be brought to the attention of Outage Requestors or ERCOT Outage Coordinators and System Operators.

2.9.4. Inputs

Outages with conditions as described below.

2.9.5. Processing

The following events shall cause warning conditions to be brought to the attention of Outage Requestors:
· When Planned Start Date/Time has passed and no Actual Start Date/Time has been entered

· Thirty minutes before Planned End Date/Time when no Actual End Date/Time has been entered

· When Actual End Date/Time has been entered for a Forced Outage, but no supporting text information has been entered

· When conditions have been met for an existing reservation of a Transmission Opportunity Outage
· When the designated Resource submits a request for a Resource Opportunity Outage, the affected TSP and ERCOT are notified.
The Outage Requestor shall respond to a warning by entering the required missing information and acknowledging the warning. The TSP or QSE shall have a means of viewing unacknowledged warnings.
The Outage Scheduler shall produce warnings brought to the attention of ERCOT Outage Coordinators and System Operators for the following events:

· Entry of Actual Start Date/Time for Forced (including Remedial Switching Action and extensions), Maintenance Level 1-3, or Outages being monitored (i.e., Monitored Outages)

· Entry of Actual End Date/Time for Forced (including Remedial Switching Action and extensions), Maintenance Level 1-3, or Outages being monitored

· Cancellation of an Outage being monitored

· Submission of Remedial Switching Action, Maintenance Level 1-3 Transmission and Resource Outages

The ERCOT Outage Coordinator and System Operator shall have the ability to respond to warnings through a process called Acknowledgement. The ERCOT Outage Coordinator and System Operator shall have a means of viewing unacknowledged warnings at any time during operation of the Outage Scheduler.

A Monitored Outage is an Outage that has a monitor flag activated by ERCOT as part of its Outage properties. Real-time monitoring of Outages causes warnings to be generated in the Outage Scheduler. An Outage that is being monitored will generate warnings if the Outage is canceled or if the Actual Start or End Date/Time of the Outage is entered.
Warnings in the Outage Scheduler have the following two attributes:

· Role dependency: Warnings are role-dependent, which implies that different roles will receive and generate different warnings to each role

· Activation mechanism: Receipt of warnings can be turned on or off by the user

2.9.6. Outputs

A warning that needs be acknowledged.

2.10. Study Outage 

2.10.2. Traceability to Requirement(s)

FR 2-1

2.10.3. Introduction

It may be necessary to evaluate an Outage by setting it to Study mode. Outages that can be studied are depicted graphically in the state transition diagrams are illustrated in Appendix A.

2.10.4. Inputs

The Outage has a status of Received at ERCOT.

2.10.5. Processing

The ERCOT Outage Coordinator shall be provided an ability to change the status of an Outage with the status of Received at ERCOT to a status of Study. Once an Outage has a status of Study, the Outage Requestor shall not be able to edit the Outage.
2.10.6. Outputs

The Outage has a status of Study.

2.11. Approve, Accept or Reject Outage 

2.11.2. Traceability to Requirement(s)

FR 2-2

2.11.3. Introduction

An Outage must be approved, accepted or rejected. Guidelines and requirements for approving, accepting or rejecting an Outage are summarized In Table 2. 

2.11.4. Inputs

The Outage has a status of Received at ERCOT or Study.

2.11.5. Processing
The capability for the ERCOT Outage Coordinator to Accept, Approve or Reject an Outage (in either Received at ERCOT or Study state) shall be provided. The capability for the ERCOT System Operator to Accept, Approve or Reject Maintenance Level 1 Outage Requests shall be provided.

The operation of changing an Outage’s status to Accept, Approve or Reject shall be handled through an ERCOT approved interface.
2.11.6. Outputs

The same Outage with a new status set to  Approved, Accepted or Rejected. Whether the Outage status is Approved or Accepted depends on the Outage Type as illustrated in the state transition diagrams in Appendix A.

2.12. Withdraw Outage 

2.12.2. Traceability to Requirement(s)

FR 2-3

2.12.3. Introduction

This is an ERCOT reserved operation. Outages that can be withdrawn are illustrated in the state transition diagrams in Appendix A.

2.12.4. Inputs

An Outage can be withdrawn in the Accepted, Approved or Active state.

2.12.5. Processing

The ERCOT Outage Coordinator and System Operator shall be provided a means to withdraw Outages that have been previously Approved or Accepted.

2.12.6. Outputs

The Outage has the status of Withdrawn.

2.13. Manage Unit Relationship 

2.13.2. Traceability to Requirement(s)

FR 2-5

2.13.3. Introduction

Reliability Resources may be designated a Unit Relationship for a specific time period.
2.13.4. Inputs

Inputs are Reliability Resources with RMR or Black Start Designation.

2.13.5. Processing

The ERCOT Outage Coordinator shall be provided the ability to import RMR or Black Start Reliability Resource information, including effective and termination dates. Reliability Resources shall follow the business rules for Reliability Resource, instead of Non-Reliability Resources. These business rules are described in the ERCOT Nodal Protocols sections 3.1.4.3, 3.1.6, 3.1.7 and 3.1.14.
2.13.6. Outputs

Imported Relationships.

2.14. Post Outage Information 

2.14.2. Traceability to Requirement(s)

FR 3-1

2.14.3. Introduction

Outage information is to be posted on the MIS Secure Area.

2.14.4. Inputs

 Outage information that is pertinent to the posting.

2.14.5. Processing

The Outage Scheduler shall provide a means of posting Outage information to the Market Information System (MIS) Secure Area such as:

· Monthly and annual statistics on how TSP Planned Outages compare with actual TSP Outages

· Monthly statistics on how Resource Planned Outages compare with actual Resource Outages

· Notice of Outage approval withdrawals within one hour of withdrawal

· Proposed Transmission Facilities Outages neither Approved nor Rejected within one hour of receipt

· Approved, Accepted or Rejected Transmission Outage within one hour of approval, acceptance or rejection

· Proposed and Approved schedules for Planned Outages and Maintenance Outages of Transmission Facilities

· Notice of withdraws of approval for Planned Outages and Maintenance Outages of Transmission Facilities within one hour of the change

· Daily posting by 06:00 of aggregated Resource Outage schedules showing the MW of Outages and the MW capabilities for each hour for the next 14 days

· Daily postings by 06:00 of aggregated Resource Outage schedules showing the MW of Outages and the MW capabilities available on peak for the next 12 months

· Statistics on the use of Remedial Switching Actions

2.14.6. Outputs

Outage information posted to the MIS Secure Area.

2.15. Expose Outage Information to Other ERCOT Systems

2.15.2. Traceability to Requirement(s)

FR 3-2

2.15.3. Introduction

Outage information shall be made available to other subsystems on a per-need basis.

2.15.4. Inputs

A request for Outage information.
2.15.5. Processing

The Outage Scheduler shall provide Outage information to other subsystems as specified by those subsystems. These subsystems shall include:

· Energy Management System (EMS)

· Market Management System (MMS)

· Network Model Maintenance System (NMMS)

· Congestion Revenue Rights (CRR) System

· Planning Applications

· Any other ERCOT systems requiring knowledge of Outages

2.15.6. Outputs

Outage information relevant to the posting.
2.16. Export Outage Data

2.16.2. Traceability to Requirement(s)

FR3-3

2.16.3. Introduction

Outage information shall be exportable at the request of a user.

2.16.4. Inputs

A request for Outage information specified through a specific filter.

2.16.5. Processing

Users of the Outage Scheduler shall have the ability from their user interface to filter/query for a subset of Outages using any fields in FR1-1 as filter criteria. This subset of Outages shall be exported per user request in an XML or CSV format.
2.16.6. Outputs

The requested Outage information, exported to XML or CSV format.

2.17. Import Transmission Element Names 

2.17.2. Traceability to Requirement(s)

FR 3-4

2.17.3. Introduction

In order to validate the Transmission Element specification at the time of submitting an Outage Request, the Outage Scheduler needs the list of all Transmission Elements that may potentially be put out of service.

2.17.4. Inputs

A request for either all Transmission Elements or all new or changed Transmission Elements since the last request for all Transmission Elements.

2.17.5. Processing

In order to support validation of entry or modification of the Single Point of Contact for an Outage Requestor, access to the Master File information is required. It is assumed that this information and the breakers/switches-Transmission Element relationship data are imported from the NMMS.
The ability shall also be provided to import all Transmission Element changes since the last full import, both periodically (e.g., after midnight daily) and at the request of an ERCOT Outage Coordinator.

Since the name by which a Transmission Element is known may change over the Transmission Element's lifetime, then a unique nameplate identifier that never changes over the Transmission Element's lifetime shall accompany the name and effective dates. In the latter case, import of a Transmission Element whose name changes shall cause an update in all known Outages pertaining to that Transmission Element of the Transmission Element name.

2.17.6. Outputs

For each Transmission Element, the following information has been imported:

· Transmission Element name

· Unique identifier for the Transmission Element

· Transmission Element Type

· Normal status of switching devices

· Station in which the Transmission Element resides

· Acronym for the Station Name 

· Owner of the Transmission Element

· Operator of the Transmission Element

· Resource HSL

· Resource LSL

· Resource Type

· Voltage of the Transmission Element

· ID/Names of all circuit breakers or switches required to Outage the Transmission Element

· Transmission Element in/out-service Date/Time

2.18. Programmatic Interface

2.18.2. Traceability to Requirement(s)

FR 3-5

2.18.3. Introduction

The ability to communicate Outage information from external sources shall be provided.

2.18.4. Inputs

Inputs are either a request for Outage information or the need to submit Outage information.

2.18.5. Processing

Two sets of programmatic interfaces shall be provided:

· A programmatic interface shall be provided to Outage Requestors to import and export Outage data in XML format at their request. The data that they provide in the upload to the Outage Scheduler shall conform to the requirements for Outage submission (i.e., FR1-1). The OS shall perform all of the validity checking that would be performed through the OS User Interface. The results of the upload, in terms of which Outages were accepted and which failed validation and were not accepted (along with the reasons for failure) shall be made available to the Outage Requestor in XML format.
The interface also allows for any updates and/or changes made to an existing Outage such as submitting Actual Start/End Date/Time values. Any submission to the Outage Scheduler via the programmatic interface shall be validated. The validation shall be identical to the case where the submission is through the User Interface.

· A programmatic interface shall be provided for the ERCOT EMS to transfer results of Outage study evaluation into the Outage Scheduler (list of proposed Outages that passed the evaluation and those that failed.
2.18.6. Outputs

For Outages information that is submitted to the Outage Scheduler and pass validation, the Outages information shall be provided to the Outage Scheduler. For Outage information requests, Outage information shall be provided to the external source. For any Outages information request or submission that does not pass validation or the request criteria, a log identifying those Outages along with validation error messages shall be provided.

2.19. Manage Users and Roles 

2.19.2. Traceability to Requirement(s)

FR 4-1

2.19.3. Introduction

This function provides the necessary mechanism for secure entry to the Outage Scheduler. The secure mechanism includes Digital Certificates and password protection.

2.19.4. Inputs

Any user permitted to enter the Outage Scheduler system.

2.19.5. Processing

A secure mechanism (Digital Certificates) of logging into the Outage Scheduler shall be provided. For audit trail and authentication purposes, each user of the system shall login with a Digital Certificate and a password. Each user (TSP, QSE, ERCOT, etc.) must acquire or be granted their appropriate roles. The role assigned to the user then determines which actions the user is entitled to perform (e.g., OS Admin Role).
2.19.6. Outputs

The user has successfully been authenticated for the Outage Scheduler and assigned corresponding authorities.

2.20. Manage Outage Versions

2.20.2. Traceability to Requirement(s)

FR 4-2

2.20.3. Introduction

This function covers the assignment and tracking of Version ID of Outages in the Outage Scheduler. Each distinct state and action of an Outage from initial submission to ultimate disposition must be saved and managed.

2.20.4. Inputs

Input is an Outage in any state, followed by an action performed in the Outage Scheduler.

2.20.5. Processing

Each Outage shall be recognized by an identifier that contains a unique Outage ID and a version number. A new version of an Outage shall be automatically created on initial submission and any subsequent action that changes any Outage attribute (e.g., Edit, Withdraw, etc.). Any operation to an Outage shall be saved to a new state of the Outage. At any time, all versions of an Outage shall be viewable.
2.20.6. Outputs

An Outage Version ID modified according to state and action.

3. Interfaces

3.1. This section covers the various interfaces in the Outage Scheduler.

3.2. Hardware Interfaces

The Market Manager™ architecture shields applications like the Outage Scheduler from details of the hardware configuration.  Functionally, there are three types of servers in the n-tier architecture: database servers, application servers, and web servers.  The messaging infrastructure ties everything together without regard to what function runs on which server.

The Outage Scheduler system shall use the hardware for the MMS as outlined below.
3.2.2. Server Hardware Overview

The system is configured with IBM p5 series servers.  It is expected that the majority of the performance critical servers will utilize the new p6 CPU to be available in early Q2, 2007. The selection of the server size and associated memory requirements are based on both measurement of existing systems and prediction using ERCOT performance and sizing guidelines.

All servers in the Outage Scheduler are configured as dual redundant. The majority of them are configured as clusters for very high availability and scalability. The switchover from one cluster member to another (when there is an insurmountable device failure) is transparently achieved using IBM Cluster.

It is assumed that all the servers shall be connected to a redundant Storage Area Network (SAN) via redundant Host Buss Adaptors (HBAs). It is also assumed that the servers shall be connected via redundant Network Information Centers (NICs) to a redundant networking infrastructure with firewalls, routers and switches where appropriate.

The following environments are desirable for developing, testing and operating the ERCOT Outage Scheduler:

· Vendor Development (non-redundant, located at the vendor site)

· ERCOT Development (non-redundant, located on site)

· Product Test (non-redundant, located on site)

· Integration and Testing (redundant, located on site and connected to the internet)

· Market Participant/Outage Requestor Certification (non-redundant, located on site and connected to the internet)

· Market Application Study Environment (non-redundant, located on site)

· Training environment (non-redundant, located on site)

· Production (dual redundant, located at two sites, connected to the internet)
For security reasons, the Production and Study environments shall be on one LAN and the other Non-Production environment shall be on a different LAN. A separate environment for regulators and auditors to certify the Market may be required but is not included here.

Each environment shall include physical or logical servers with the following designations:

· External Web Servers: For Market Participant/Outage Requestor Communications

· Internal Web Servers: For Market Operator / Outage Coordinator and System Operator GUI

· Reviewer Application Server: For processing requests by Market Participants/Outage Requestors

· ERCOT Application Server: For the primary Market Applications such as SFT, POD, DAM, DRUC, HRUC, WRUC, CCT and SCED, as well as the Outage Scheduler

· Outage Scheduler Database Server: For the Oracle Database Servers

The IBM models used for these servers may be broadly classified as:

1. Class A - 16-way IBM p Series server running AIX, with 8 CPUs installed and 16 GB of memory. 

2. Class B -  8-way IBM p Series server running AIX, with 4 CPUs installed and 8 GB of memory

3. Class C -  4-way IBM p Series servers running AIX, with 2 CPUs and 4 GB 

4. Class D -  2-way IBM p series server running AIX, with 2 CPUs and 2 GB of memory 

Hardware configuration notes:

· Class A and B servers have 100% expansion whereas the Class D Web Servers have no expansion since they can be part of the web server farm.

· For some of the environments, it may be possible to economize by utilizing servers that don't have CPU expansion capabilities.

· Benchmarks are not yet available for the p6 series of CPUs which are to supersede the current p5+ series of CPUs. It may be possible to consolidate CPUs further once the benchmarks are made available.

· The database server may be partitioned to support two separate instances of the database - one to service OLTP loads and the other for batch loads.

In the following, Table 3 lists the types of servers that may be suitable for the different environments based on the server classification and Figure 3‑1 presents a conceptual design of production hardware configuration.

Table 3 Outage Scheduler Server Types for each environment

	
	External Web Server Type
	Internal Web Server 

Type
	Reviewer Application Server

Type
	ERCOT Application Server

Type
	OS Database Server

Type

	Vendor Development
	N/A
	2xD
	2xC
	2xB
	2xB

	Development
	N/A
	2xD
	2xC
	2xB
	2xB

	Product Test
	1xD
	1xD
	1xB
	1xA
	1xA

	Integration and Testing
	2xD
	2xD
	2xB
	2xA
	2xA

	Market Participant Certification
	1xD
	1xD
	1xB
	N/A
	1xC

	Market Application Study
	N/A
	1xD
	N/A
	1xA
	1xA

	Training Environment
	1xD
	1xD
	1xB
	1xA
	1xA

	Production A-B
	2xD
	2xD
	2xB
	2xA
	2xA

	Production C-D
	2xD
	2xD
	2xB
	2xA
	2xA
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Figure 3‑1 Conceptual Design of Production Hardware Configuration

3.2.3. Client Workstation Hardware

The local and Market Participant/Outage Requestor workstations shall be configured with Windows XP Professional.

Local and Market Participant/Outage Requestor workstations may be based on any high performance Wintel Server running Windows XP. The features shall include at least P4 3+ GHz, 1 GB RAM, 40 GB Hard Disk, Dual Fast Ethernet and a 21" Flat Panel Monitor.

3.2.4. Outage Scheduler Secondary Storage and Redundancy

Servers are connected to dual redundant SAN based on the FibreChannel protocol. SANs are capable of speeds up to 4 Gbps. Attached to the SAN is a Redundant Array of Inexpensive Disks (RAID) with at least 1 GB of battery-backed cache.

This storage shall be partitioned across the different servers and applications as needed. Some of the disks shall be configured as RAID 0+1 for high performance and redundancy and some as RAID 5 for intermediate performance, redundancy, and higher utilization factor.

In some occasions, the server applications may elect to use local disks for storage rather than the SAN based storage.

3.3. Software Interfaces 

The Outage Scheduler system has two major Software Interfaces: (1) XML Interface (i.e., a Web Service) and (2) Object Interface (i.e., an internal interface).

3.3.2. XML Interface

The interface supports the input and output process of converting XML-formatted messages as input from the interface processes to Objects that are utilized internally in the Outage Scheduler system. Within this interface are several other interfaces for processes such as Submit Outage Data, Query and Receive Outage Data, Export Outage Data, Expose Outage Data, Publish Outage Data and Import Outage Data.

3.3.3. Object Interface

The interface supports the input and output process of converting internal Objects to XML-formatted messages for the Interface Processes.

3.4. Data Exchange Interfaces

The Outage Scheduler system has several interfaces for exchanging data: (1) Expose Outage Data, (2) Export Outage Data, (3) Import Outage Data, (4) Publish Reports, (5) Import Network Data and (6) Import Registration Data. Common for all of them is that Outage data is exchanged between the Outage Scheduler and an external source, which shall be a database or a system itself. Submission and querying of Outage data is handled as part of the Service Interfaces described in Section 3.4 below.

3.4.2. Expose Outage Data

The interface supports the output process of exposing Outage data to other subsystems such as EMS and NMMS.

3.4.3. Export Outage Data

The interface supports the output process of exporting Outage data in XML or CSV format.

3.4.4. Import Outage Data

The interface supports the input process of importing Outage data to the Outage Scheduler.

3.4.5. Publish Reports

The interface supports the output process of publishing reports from the Outage Scheduler to the MIS Secure Area. The Outage Scheduler system has a set of predefined reports that shall be published according to schedule and on demand.

3.4.6. Import Network Model Data

The interface supports the input process of importing network data from the NMMS system, either periodically or on demand. The Event Controller shall be used to schedule periodic imports.

3.4.7. Import Registration Data

The interface supports the input process of importing Registration data. The process shall run periodically via the Event Controller process, or on demand.

3.5. Service Interfaces

The Outage Scheduler system has two major Service Interfaces: (1) Submit Outage Data and (2) Query & Receive Outage Data.

3.5.2. Submit Outage Data

The interface supports the input and output process of submitting Outage data and receiving status information regarding the success or failure of submission. This is a major service that accepts input from users, both Outage Requestors and ERCOT Outage Coordinators and System Operators. This data consists of either first time submission of Outage Requests or any changes made to existing Outages.

3.5.3. Query & Receive Outage Data

The interface supports the input and output process of querying and receiving Outage data.

3.6. Database Interfaces

There are five interfaces related to the data stores in the Outage Scheduler. The data storages are:

· Outage Data: Contains Outage-related data

· Warnings: Contains warning-related data

· Registration Data: Contains Outage Requestor data

· Network Model Data: Contains network-related data

· Message and Audit Log Data: Contains general system, log, and audit messages

4. System Dependencies & Design Constraints

This section covers topics such as system dependencies and general design constraints.

4.1. Licensing Requirements

Licenses are required for the following third party software components:

· Oracle 10g database Enterprise Edition with Real-Time Application Clusters and the Partitioning option.

· QuickRules rules engine product license.

4.2. General Constraints

Relevant limitations and assumptions are included in the respective sections below.

4.2.2. The Rules Engine 

Limitations of the rules engine are specified by the vendor of the product that is utilized by the Outage Scheduler.

4.2.3. User Interface Limitations

The following limitations are based on the assumption that the client machines have at least 2 CPUs (2 GHz) with 2 GB of memory and that the servers are at least 4 CPU machines (2 GHz) with 8 GB of memory. 

The ERCOT Outage Coordinator/System Operator user interface shall support up to 25 concurrent users. Each user may have up to 10 windows open. The Outage Requestor user interface shall support up to 75 concurrent users.

4.2.4. Power Source Requirements

Servers require redundant Uninterruptible Power Supply (UPS) backed power sources.

4.2.5. Communication Requirements

In case ERCOT requires a remote backup site, the connection between the primary and remote site shall be redundant and at least 34 Mbps links.

ISP service and WAN connections shall be provided for the Outage Requestor user interface. ERCOT has not yet specified the need for a redundant link.
4.2.6. Backup and Recovery Requirements

All software and data related to the Outage Scheduler shall be backed up according to ERCOT standards.

4.2.7. Data Limitations

The average number of Outages per day is about 120 with maximum of 40.000 Outages per year. Based on input from ERCOT, there are some Outages that may have up to 20 versions or more. However, 5 to 8 may be a more common number of versions of an Outage. This specification assumes there are 8 versions for each Outage on the average.  The system shall keep the information available on the Outage Scheduler for two years after the Planned End Time. Given the small size of each Outage transaction, the required disk space is in a few GB range. This is within standard disk requirements for the ABB Market Manager™ system, which usually includes 100 GB of disk space. 

4.2.8. Space Requirements

The spacing requirements shall be defined once the final configuration is known. Based on the current proposed configuration, two cabinets (750 mm wide x 1100 mm deep x 2000 mm high) are required at the primary site for housing the system. Assuming the system at the backup site is not redundant, there shall be only one cabinet of the same dimensions at the remote site.

There shall be ample room for doorways and one meter of free space in front and behind the cabinets. AC outlets must be located in front of the cabinets and there must be enough room so that the AC outlets are not obstructed.

Raised floors are needed for the passing of cables. Also, doors to the room must be wide enough to allow the passage of cabinets to the room.

4.2.9. Maintenance Requirements

In order to maintain the system, diagnostic software shall be used to check the health of the software. Third party software components (Oracle, etc.) shall be upgraded in consultation and consistent with ABB product support for new releases of such products. Typical DBA activities such as clean up of Oracle log files, rebuilding of indexes must be performed to ensure availability of the database and high performance for data access. Application log files on the application server shall be deleted or archived periodically to avoid storage space issues and performance degradation. Monitoring of Outage Scheduler software processes shall be done by the ABB System Monitoring Service. Hardware can be monitored using Enterprise Monitoring software such as HP OpenView. Hardware-related maintenance constraints shall be provided by the manufacturer.
4.2.10. Training Requirements

The Outage Scheduler system shall include comprehensive documentation including:

· Requirements Specification

· Conceptual System Design

· Detailed System Design

· Data Model Definition

· User’s Guide

Training shall be provided to ERCOT to enable ERCOT staff to maintain and enhance the Outage Scheduler. The personnel trained shall consist of:

· ERCOT Outage Coordinators and System Operators (maximum of 4)

· Outage Requestors (TSPs and QSEs) (maximum of 6)

· System Administrator and Maintenance Staff (maximum of 2)

5. Supplementary Specifications

In the following, the supplemental requirements are given an ID (SR-1 through SR-9) for ease of cross-referencing.

5.1. Performance (SR-1)

Outage data shall be made available to other systems within the secured ERCOT enterprise.  To date no mechanism has been fully defined as to how this shall be implemented.  Until that occurs, the language used in this document to define such requirements is “X” shall be made available to system “Y”.  For example, Outage transactions within a time window need to be made available to the MMS system. We assume at this point that the Outage data shall be available incrementally (periodic or on demand) or fully (daily or on demand).

The Outage Detection application in the EMS shall have up-to-date information on Forced Outages within ten seconds of when changes to the ERCOT System have occurred. Changes received in the Outage Scheduler shall be made available to the Outage Detector within a ten second window.

It is assumed that there are ~ 3100 authorized Outage Requestors (TSPs, QSEs, etc.) and at most 75 of them are active at any given time.

5.2. Legal and Regulatory (SR-2)

The Outage Scheduler must conform to the “ERCOT Nodal Protocols – Section 3: Management Activities for the ERCOT System, May 2006”.

The following NERC standards shall be followed through operating procedures:

· “Each Transmission Operator, Balancing Authority, and Generator Operator shall plan and coordinate scheduled Outages of system voltage regulating equipment such as automatic voltage regulators on generators, supplementary excitation control, synchronous condensers, shunt and series capacitors, reactors etc. among affected Balancing Authorities and Transmission Operators as required.”
· “Each Transmission Operator, Balancing Authority and Generator Operator shall plan and coordinate scheduled Outages of Telemetering and Control Equipment and associated communication channels between the affected areas.”
5.3. System and Communication (SR-3) 

The current average number of Outages per day is about 120 with maximum of 40,000 Outages per year. Based on input from ERCOT, there are some Outages that may have up to 20 versions or more. However, 5 to 8 may be a more common number of Outage versions. This specification assumes there are 8 versions for each Outage on the average. The system shall keep the information available on the Outage Scheduler for two years after the Planned End Date/Time.
The networks and links must use the TCP/IP protocol to transfer data.

5.4. System Security (SR-4) 

The system shall provide Public Key Infrastructure (PKI) based security using digital certificate for authentication. The system shall provide a centralized mechanism for maintaining user accounts and authorization information based on the LDAP. The system must provide built-in Cyber Security.  HTTPS shall be used for secure communication between the web server and the web clients.  Hard-coded IP addresses and host files must not be used.  The application must be able to move from one server to another without a required code change and must be portable.  There shall not be any hard coding of accounts or passwords.

5.5. Back up and Recovery (SR-5) 

The Outage Scheduler system shall include solutions for disaster recovery and business continuity.

In order to provide high availability and permit recovery from various disaster scenarios, the following are included in the design:

· A redundant high availability Oracle database configuration with the use of Real-Time Application Clusters (RAC) to provide high availability.

· The Oracle database is run in the ARCHIVELOG mode to permit recovery in the event of media failure.

· Periodic online backups are taken that store backed up database copies on media separate from those that contain online database files.

· Periodic backups of the above periodic backups to removable media that can be taken offsite to support recovery from total system or site disasters.

If ERCOT decides to establish a disaster recovery site, additional steps would be required to establish an inter-site data synchronization strategy. For example, Oracle Data Guard is a candidate mechanism for synchronizing data between the redundant main site and with servers at the remote site.

5.6. Availability and Redundancy (SR-6) 

The Outage Scheduler system is a critical business system spanning data collection in the planning time frame to power system data presentation for real-time operation. The Outage Scheduler system shall be available for real time operation on a continual basis. The system shall use proven and reliable IT architecture. The system must achieve an operational availability of at least 99.95% (i.e., less than ~4.38 hours unavailability per year).

The Outage Scheduler shall use the same infrastructure as the MMS system. To achieve high availability, the system is designed with no single point-of-failure. All devices have a redundant partner, which can takeover automatically if necessary. All the servers, which are connected to a SAN and LAN, have multi-path routes to the SAN and LAN switches in case one route fails. 

Clustering technology is utilized to provide high availability and protect against computer failures. For databases, Oracle Real Application Clusters is used. RAC increases high availability and it is highly scalable. RAC provides the ability to add nodes to the cluster as the demand for capacity increases.

Below is a diagram (Figure 5‑1) that illustrates transaction resilience (no single point-of failure) based on Oracle RAC implementation.
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Figure 5‑1: Oracle RAC for Transaction Resilience

5.7. Maintainability (SR-7)

Since regulatory and business requirements may change, the Outage Scheduler shall be modifiable by making system parameters available for update through the GUI. In addition, the Outage Scheduler must lend itself to additions and modifications to the user interface, as operational requirements are also subject to change.

5.8. Training and Documentation (SR-8)

 This is addressed in Section 4.2.

5.9. Usability (SR-9)

The Outage Scheduler shall be designed and built to meet the requirements of the Texas Nodal Protocols and other requirements that are in this document. In addition, the Outage Scheduler user interface shall follow ERCOT guidelines on screen layout, menu structures and other screen design factors.

Data entry actions that require significant processing time prior to display update shall indicate to the user that processing is in progress. The user experience shall not be impaired by the solution responsiveness. Users shall know whether the system is processing normally, waiting for input (from the current user or any other roles that must interact with the user’s task) or otherwise in a locked up or frozen situation. The solution shall allow for multiple users to simultaneously view the same information.

Under extraordinary failure conditions, where updates are required and authorized by ERCOT, an administrative role (i.e., the OS Admin Role) in the Outage Scheduler is provided. Events under the OS Admin Role shall be captured and reported in the ERCOT Market Participant performance statistics, as required in Section 8 of the Nodal Protocols.

5.10. Use of Rules Engine (SR-10)

The Outage Scheduler shall utilize a rules-based engine for modeling some of the required Outage Scheduler rules. ERCOT shall be able to modify certain types of rules as needed.  The Outage Scheduler Requirements Specification provides a description of the types of rules that can be implemented in the rules engine.

A. Outage State Transition Diagrams

This section presents a state transition diagram for each Outage category as described in Section 1.2.
A.1 Transmission and Resource Forced (C1)
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Figure A‑1: State Transition Diagram for C1

A.2 Transmission Maintenance Level 1-3 (C2)
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Figure A‑2: State Transition Diagram for C2

A.3 Non-Reliability Resource Maintenance Level 1-3 and Reliability Resource Maintenance Level 1 (C3)
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Figure A‑3: State Transition Diagram for C3

A.4 Reliability Resource Maintenance Level 2-3 (C4)
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Figure A‑4: Stage Transition Diagram for C4

A.5 Transmission Planned (C5)
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Figure A‑5: Stage Transition Diagram for C5

A.6 Non-Reliability Resource Planned (less than 8 days) and Reliability Resource Planned (C6)
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Figure A‑6: State Transition Diagram for C6

A.7 Non-Reliability Resource Planned (more than 8 days) (C7)
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Figure A‑7: State Transition Diagram for C7

A.8 Transmission Simple (C8)
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Figure A‑8: State Transition Diagram for C8

A.9 Transmission Remedial Switching Action (C9)

[image: image15.png]Pending

Actual End|

‘Supporting

3
[DatefTime

riomation

Actual Star DatelT

a

Canceled

R = Outage Requestor
S Admin Role

RCOT Outage Corrinator

RCOT System Operator

indo operatin done by OAR
nceldone by OR unless otherwise specified
s0ns for cancellation can be configured.

It below i given as an example:

ool — Coordinaling wih ERCOT

ool - Reschecula date unknown

ol - Gancel reschedule wihin nex! season

ool — Reschedule within 1 monih

ool Wil ot reschedule

‘osl - ERROR.

CEEE]
83%

¢

gegecese





Figure A‑9: State Transition Diagram for C9

A.10 Resource Opportunity Outage (C10)
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Figure A‑10: State Transition Diagram for C10
A.11 Transmission Opportunity Outage (C11)
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Figure A‑11: State Transition Diagram for C11

A.12 Transmission and Resource Unavoidable Extension (C12)
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Figure A‑12: State Transition Diagram for C12
B. Definitions and Acronyms

For other definitions and acronyms, see the “ERCOT Nodal Protocols Section 2: Definitions and Acronyms, May 2006”.

B.1 Definitions

	Active Outage
	An Active Outage has Planned or Actual Start Date/Time of today or earlier and no Actual End Date/Time value yet. If an Outage has a Planned or Actual End Date/Time of yesterday or earlier, it is not considered Active.

	Equipment
	A Transmission Element or Resource in the ERCOT System

	ERCOT Outage Coordinator
	An ERCOT role in the Outage Scheduler. EOC is responsible for daily operation of the Outage Scheduler and has more privileges than ESO, but less than OAR.

	ERCOT System Operator
	An ERCOT role in the Outage Scheduler. The ESO prime responsibility lies outside the Outage Scheduler. However, for real-time events such as Forced Outages, the ESO has some Outage Scheduler operational privileges.

	Forced Extension
	An extended Forced Outage

	Monitored Outage
	A Monitored Outage is an Outage that has the monitor flag activated as part of its Outage properties. Real-time monitoring of Outages causes warnings to be generated in the Outage Scheduler. An Outage that is being monitored will generate warnings if the Outage is Canceled or if the Actual Start or End Date/Time of the Outage is entered

	Non-Reliability Resource
	A type of Resource that does not have a Reliability Must Run (RMR) or Black Start Contract with ERCOT

	OS Admin Role
	Under extraordinary failure conditions, where updates are required and authorized by ERCOT, an administrative role, OS Admin Role, is provided. This is usually a Senior Outage Coordinator, with privileges to correct mistakes that are entered into the OS. 

	Outage Category
	There are two Outage Categories: (1) Transmission and (2) Resources.

	Outage Group
	A Transmission Outage that binds two or more Outages together so that the Outages share common Date/Time entries as well as note entries or changes

	Outage Request
	A proposed Outage submitted for scheduling by ERCOT. The proposed Outage needs to be Accepted or Approved (if not Rejected) once Received at ERCOT except for Forced Outages which are always accepted by ERCOT.

	Outage Requestor
	A TSP, QSE, or ERCOT acting on behalf of either

	Outage Status
	The various states of an Outage in the Outage Scheduler system are listed below. The state of an Outage defines the status of the Outage. The states are depicted graphically and described more comprehensively in the Outage State Transition Diagrams in Appendix A:

Entered – Not Yet Submitted
Received at ERCOT
Accepted
Approved
Canceled – Reason for cancellation can be configured, the list below is given as an example:

· Canceled – Will Not Reschedule

· Canceled – Reschedule Within One Month

· Canceled – Reschedule Next Season

· Canceled – Reschedule, Date Unknown

· Canceled – Coordinating With ERCOT

· Canceled – Error

Rejected
Study
Pending
Withdrawn
Active
Opportunity
Extension – two types of extensions exist:
· Forced Extension – used for Forced Outages
· Unavoidable Extension – used for Planned and Maintenance Outages
Completed – Editable
Completed – Not-Editable

	Outage Types
	For each Outage Category, there are several Outage Types. For Resources, the following Outage Types are available:

Forced Outage
· Extensions (Forced and Unavoidable)
Maintenance Level 1-3
Planned Outage Non-Reliability > 8 days
Planned Outage Non-Reliability < 8 days
Planned Outage Reliability
For Transmission the following Outage Types are available:

Forced Outage
· Remedial Switching Action

· Extensions (Forced and Unavoidable)

Maintenance Level 1-3
Planned Transmission Outage
Simple Transmission Outage

	Planned End Date/Time
	The Date and Time the Outage Requestor intends on ending the Outage

	Planned Start Date/Time
	The Date and Time the Outage Requestor intends on starting the Outage

	Reliability Resource
	A Resource that has either an RMR contract or a Black Start Contract with ERCOT

	Remedial Switching Action
	Any real-time switching that will be opened or closed to relieve or prevent an overload condition

	Resource
	A term used to refer to both a Generation Resource and a Load Resource. Resource used by itself does not include a Non-Modeled Generator

	Resource Category
	Resource Outage Types available to the QSE, EOC, OAR, and ESO

	Scheduled Outage
	An Outage Request that has been Accepted or Approved by ERCOT

	Single Point of Contact
	All communications concerning Outages must be between ERCOT and the designated “Single Point of Contact” for each TSP or QSE. The Single Point of Contact must be either a person or a position available seven days per week and 24 hours per day for each QSE and TSP

	Transmission Category
	Transmission Outage Types available to the TSP, EOC, OAR, and ESO

	Two-Hour Editing Rule/Window
	Actual End Date/Time may be edited within a two-hour window after the Actual End Date/Time has been entered

	Unavoidable Extension
	Unavoidable extensions may only be created for Accepted or Approved, Active Outages. If an Outage is not Accepted or Approved and Active, the option to create an extension is not possible. An Unavoidable Extension occurs when a Planned or Maintenance Level 1-3 Outage is not completed within the original timeframe.  


B.2 Acronyms

	CCB
	Change Control Board

	COTS
	Commercial Off-The-Shelf

	CSV
	Comma Separated Value

	DBA
	Database Administrator

	EOC
	ERCOT Outage Coordinator

	ESC
	Equipment Status Change

	ESO 
	ERCOT System Operator

	HBA
	Host Bus Adapters

	HTML
	HyperText Markup Language

	HTTP
	HyperText Transfer Protocol

	HTTPS
	HTTP Secure

	IDA
	Integration Design Authority

	ISO
	Independent System Operator 

	LDAP
	Lightweight Directory Access Protocol

	NIC
	Network Information Center

	NOMCR
	Network Operations Model Change Request

	OAR
	OS Admin Role

	OR
	Outage Requestor

	OS
	Outage Scheduler (system)

	PKI
	Public Key Infrastructure

	RAID
	Redundant Array of Inexpensive Disks

	SAN
	Storage Area Network

	UPS
	Uninterruptible Power Supply

	WAN
	Wide Area Network

	XML
	eXtensible Markup Language


* Approval/Acceptance/Rejection requirements are not absolute or determinate, they function more like guidelines, unless otherwise specified.
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