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[Reliant: is the sandbox only testing connectivity? Or will it be expanded to include other systems for purposes of testing?]
Electric Reliability Council of Texas

Service Level Agreement- 
Nodal Sandbox Environment

for Market Interface Testing
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ERCOT 
EFFECTIVE: 01/31/2007 
[Reliant—General Questions/Comments

1)  Is the sandbox and/or real system Internet only, or will we be able to get there over the WAN

2) Hours of operation  8 AM-5 PM CT Business Days.  We will want to test after 5pm and on weekends.  If the sandbox will be down between 8-5 we would expect notification with a good warning window.  If it will be down during extended hours, I would also expect notification, but maybe 5-10 minutes would be sufficient.  (The IT world is NOT 8-5….)
3) Given that MPs are assisting ERCOT with development, we believe that we should be able to call specific individuals in the event we believe it is necessary.  
4) if we do things that make persistent data on the sandbox (submit a bid), can we go back x days and expect that data to be there and query for it?  Is there any sort of disaster recovery for the sandbox that restore that data if it is kept around?
5) We believe that the sandbox should host example code that works for every interface--javadocs for every type of interface, with working java and .NET source samples, and working XML samples.]
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1.
Introduction

The Texas Nodal Program is developing and deploying new systems and interfaces to support the nodal market. These systems will be deployed and available to the market for testing and qualification purposes as Early Delivery Systems (EDS).  
Prior to EDS, ERCOT is providing an interface testing platform to the Market Participants, termed as the Nodal Sandbox environment.  The purpose of this environment is to allow Market Participants access to ERCOT interfaces as they are developed. This environment will enable Market Participants and ERCOT to work together in a collaborative effort to establish and test the most appropriate system-to-system architecture and interfaces.  

This document defines the Service Levels and Service Level Objectives (Targets) for supporting the ERCOT Nodal Sandbox environment and constitutes an agreement (“Service Level Agreement” or ”SLA”) among the parties named in “Signoff” Section below. This SLA is effective from 4/30/2007.   
The Service Levels and Targets pertain to 3 broad areas of Nodal Sandbox services: Availability, Problem Management and Supplemental Services. 
Market Participants who are qualified and registered to use the Sandbox environment are called “Customers” for the purposes of this document. 
For questions related to Qualification and Registration or for general enquiries related to Nodal Sandbox service, Market Participants are advised to contact their ERCOT Account Managers. They may also call the general ERCOT Client Services phone number at (512) 248-3900 or contact via e-mail at ClientRelations@ercot.com.
2.
Service Scope Definition

In scope
The Availability Targets, Problem Management and Supplemental Services defined in this document are limited to Nodal Sandbox operational environment. This includes Sandbox IT infrastructure (Hardware, system software, storage and network), Nodal software applications and enterprise software (such as TIBCO and Oracle) as applicable to Sandbox environment. 
The Nodal Sandbox is intended to be an interface and connectivity testing environment. More information and details for this project are available on the Nodal website, http://nodal.ercot.com/docs/pd/irt/index.html#oth, or from the Nodal IRT team. [Reliant: please define IRT acronym]
Exclusions

Provisioning 
Provisioning of IT Infrastructure, enterprise software and Nodal application software is guided by Nodal Sandbox PM defined processes with corresponding timelines and is not covered by the scope of this document. 
Disaster Recovery

Disaster Recovery (DR) process is defined by Nodal DR Planning sub-team under Nodal Project, and is not covered by the scope of this document. The Problem Management flow defined in this document is not tailored to address disasters. 
3.
Service Availability
	
	Service Parameter
	Specification



	1. 
	Hours of operation

Description: This parameter defines customer’s general hours of operation and forms the basis for the computation of Availability Targets.
	8 AM-5 PM CT Business Days. 

[Reliant: it is highly probably that multiple MPs will be hitting the Sandbox outside of 8-5, therefore, we need defined notification processes (including lists of folks to be notified) for outages and maintenance. This is critical not only just for connectivity purposes, but also because changes on the ERCOT side have the potential to interact with existing code or code yet in development on the MP side.] 
Notes:

· Systems may be available beyond the specified window. However, such availability is not guaranteed, or used in the computation of any metrics. 


	2. 
	Service Availability target (in % terms):
	95%  

See Appendix-A for the formula used in the computation of Service Availability %.
Note:

The Systems monitoring ability does not exist for the near term, for Nodal Sandbox environment. See the section on Metrics (Section 6) below for more details.


	3. 
	Scheduled Maintenance Windows:
	Scheduled maintenance windows are as follows:

Business Days: 5:00 PM CT till next morning 8:00 AM CT.
Non-business Days: 24 hours 


	4. 
	Scheduled Application software releases and upgrades Window:
[Reliant: will you send out notices when you are upgrading things? It would be helpful if you would.]
	Scheduled Release and Upgrade windows are as follows:

· Business Days: 5:00 PM CT till next morning 8:00 AM CT.

· Non-business Days: 24 hours 

· 12 PM – 1PM CT Business Days


	5. 
	Targets for Unscheduled Maintenance and Release activities.
Description: Unscheduled Maintenance activities, generally rare, may be initiated by ERCOT to correct a severe bottleneck or degradation in performance, affecting multiple users.  These are not considered Disasters or Disaster Recovery activities.

	Customer Notification Target: 120 Minutes

Recovery Target: No recovery meantime targets are defined for Nodal Sandbox environment.   

Notes:

ERCOT will exercise its best-efforts to ensure that unscheduled maintenance and release activities are avoided to the greatest extent possible. 


	6. 
	Targets for Disaster Notification and Disaster Recovery
	Customer Notification Target: 120 Minutes

Disaster Recovery Target: Disaster Recovery processes, procedures and targets are beyond the scope of this document, as discussed in Section 2. 


	7. 
	Targets for Customer reported problems:

	See “Problem Management” section below. 

	8. 
	Availability Locations: 
Description: Do customers need to be in any specific geographic area to access the Systems?
	Customers can access systems via secure connection from any location that is in compliance with ERCOT Access Standards, as defined by Information Systems Security Department (ISSD). 

Note: Current ERCOT Access policies restrict access to customers located within North American locations only.  However, this is subject to modification by ISSD. 


	9. 
	System performance (Request / Response latency and Server throughput)
	Request / Response latency and Server throughput are not defined for Nodal Sandbox environment. However, ERCOT will monitor system performance and address bottlenecks on “as needed” basis, subject to capacity allocation priorities defined under “Supplemental Services” section below. 
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4.
Problem Management

	
	Service Parameter
	Specification



	10. 
	Call Routing and Support Levels

Description: This pertains to ongoing support calls from customers, once they are qualified and registered for Nodal Sandbox usage. 
Note: 

For enquiries related to Nodal Sandbox service, qualification and registration, Market Participants are advised to call their ERCOT Account Manager, or general ERCOT Client Services phone number. Please refer to Section-1 above for details.
[Reliant: a Frequently Asked Questions document should be developed---this could save time in answering questions as we move forward and would also be a helpful reference for Staff on the ERCOT side fielding questions.]
	Customers will call Wholesale Client Services or Console Ops (also called Help Desk) first to seek clarifications or log a trouble ticket. For frequently asked questions and support issues, Wholesale Client Services or Console Ops will attempt resolution on best-effort basis. This is termed “Level-1” Support. Wholesale Client Services may forward the call to Console Ops, or vice versa, to best address a customer’s situation.  
Where Level-1 support can’t provide resolution, it will route the ticket to various Level-2 support teams depending on the problem domain, as shown in the Call Routing Schematic in Appendix-B. 
Leve-2 support teams may route the call to “Level-3” support personnel consisting of developers, testers and Subject Matter Experts if deemed necessary.

Support Levels and Teams
Level-1 – Wholesale Client Services, Console Ops

Level-2 – IT Commercial Ops and EMMS Production Support teams for the initial release of Nodal Sandbox. See Note below.  
Level-3 – IT Infrastructure and Nodal Project teams. 
Note: In addition to the teams listed above, it is anticipated that other teams (such as EIS) would participate in Level-2 category in conjunction with future releases of Nodal Sandbox with enhanced functionality. 


	11. 
	Call Severity Definition
	For Nodal Sandbox environment, all calls are assigned a severity of “Normal”.
[Reliant: are we using the “Sandbox” in our scripted and unscripted testing in the various EDS processes? If we are, by that time (especially as we get closer to go live) it seems like we will need a severity ranking for caller issues.]


	12. 
	Helpdesk and Wholesale Client Services Contact Information
	Helpdesk, also known as Console Ops, can be contacted 24/7 at (512) 248-6800. 
Customers may also call Wholesale Client Services Account Managers leveraging their existing relationships. Alternatively, they may call the general ERCOT Client Services phone number at (512) 248-3900 or contact via e-mail at ClientRelations@ercot.com.
Wholesale Client Services or Console Ops will route the calls to Level-2 support teams as necessary. Customers are urged not to contact Level-2 or Level-3 support teams directly for initial logging of a problem report. [Reliant: this will probably work later, but several market participants are closely involved in troubleshooting at this point.  If all calls had to route through client services, development and advancement of the sandbox functionality might be compromised.Please refer to Item 16 below for details on subsequent interaction with Level-2 and Level-3 support teams. 


	13. 
	Call Logging:
	Console Ops will keep a record of calls using Helpdesk Trouble Ticketing systems.
Level-2 and Level-3 support teams will update the ticket as necessary during problem resolution and closure.  


	14. 
	Support Teams Coverage Hours and Call Acknowledgement Time Targets (CATT) 

	Refer to Appendix-C for Support Teams Coverage Hours and CATT. 

	15. 
	Problem Resolution Time Target (PRTT) and Escalation procedures
	No resolution targets or escalation procedures are defined Nodal Sandbox environment. However, customers may contact Wholesale Client Services or Console Ops for status and progress on problem resolution. 
[Reliant: there should be targets to resolving the issues---at least in so far as determining whether the problem is on the MP side or the ERCOT side. Otherwise how can folks move forward if they are stuck?]


	16. 
	Status notification process on customer-logged tickets.

	1. Support teams, at all levels, will initially acknowledge customer’s call, either directly received (for Level-1) or routed (for Level-2 and Level-3), within the Time Targets shown in Appendix-C.

2. During the acknowledgement call, support teams will discuss and agree with the customer upon a mutually acceptable mode and the frequency of status notification (protocol).
3. Support teams will comply with the protocol on best effort basis till the problem is resolved or the protocol is revised. 
  

	17. 
	Notification process for general outages affecting multiple customers
Description: This refers all unscheduled outages affecting multiple customers. 
	The initial roll-out of Nodal Sandbox is intended to be a raw test-bed for connectivity, and as such, no process is defined for outage notification. [Reliant: It seems like the Sandbox will be developed in phases and the expectations for performance, issue resolution, etc. varies by phase. The highlighted statement above appears to limit the applicability of the issue to the initial roll out. This is ok if we will get an updated SLA for more advanced phases of the Sandbox. BUT if this SLA will be used for the entire testing process in the Sandbox, targets around issue resolution, including notifications, need to be more well defined.  For example, there is nothing in Section 7…(as the paragraph below seems to indicate).]
A Notification Process will be defined in conjunction with the roll-out of additional Nodal Sandbox functionality in compliance with the Change Control process defined in Section 7 below. 



5.
Supplemental Services

	
	Service Parameter
	Specification



	18. 
	Backup and Restore 
	Refer to Appendix-D for details on Backup and Restore Services. 


	19. 
	Capacity Planning
	ERCOT Nodal project teams will work in collaboration with the Enterprise Architecture and IT Infrastructure teams to assess capacity requirements pertaining to storage, network and computing resources, with due diligence to the following measure:
· Capacity needs of higher-priority environments such as EDS and PROD are assessed and addressed first, before allocation to Nodal Sandbox environment.



6.
Metrics

	
	Parameter
	Specification



	20. 
	Availability and Problem Management Metrics Collection
	Availability Metrics: 

Systems monitoring ability does not exist for the near term for Nodal Sandbox Environment.  Availability metrics’ data source and collection methodology will be defined in compliance with the document’s Change Control process (see Section 7), when Systems monitoring infrastructure becomes operational. 

Problem Management Metrics:

Customer’s calls initiated via Helpdesk and corresponding resolution details will be captured via Helpdesk Trouble ticketing systems. 


	21. 
	Review and Reporting of Metrics
	Periodic review or reporting of metrics is not defined / anticipated for Nodal Sandbox environment. Compiled / consolidated report of metrics will not be generated.



7.
Change Control

A change to this document can be requested either by Market Participants (represented by TPTF) or by ERCOT at any time. All changes must be reviewed and approved by ERCOT stakeholders listed in the Signoff section below.  
8.
Signoff

	Area of Responsibility


	Name
	Signature or Email Approval


	Date

	Wholesale Client Services
	Patrick Coon
	
	

	Console Ops 
	Craig Rushing
	
	

	IT Commercial Ops
	Christian Brennan
	
	

	EMMS Production Support 
	Richard Howard
	
	

	IT Infrastructure
	David Forfia
	
	

	Enterprise Integration
	Michael Stanley
	
	

	Nodal EIP team
	Daryl Shing
	
	

	Nodal MER team
	Trip Doggett
	
	

	Nodal IRT team
	Steve Grendel
	
	

	Market Operations Support
	Joel Mickey
	
	

	TPTF
	
	
	


Appendix-A
Service Availability Percentage Computation:
Definitions

· Business Days: ERCOT Working Days, which correspond to all weekdays excluding Holidays. [Reliant: we believe the many folks will hit the Sandbox outside of 8-5. Therefore, we think the availability calculation should be expanded to at least 8 AM to 9 PM.  And as the scramble for go-live gets underway, folks will likely be working outside of these hours (on both ERCOT and MP sides) as well.]
· Hours of Operation (HOP): This parameter defines customer’s general hours of operation and forms the basis for the computation of Availability Percentages. HOP is specified in the “Service Availability” section of the SLA.
· Computational Period (CP) = Period under consideration for the computation of Availability Percentages. 

The following definitions are with reference to a base CP. 

· Gross Minutes = Total minutes during HOP 

· Scheduled Outage Minutes = Minutes used by ERCOT during Maintenance and Release Windows that fall within HOP. If Maintenance and Release Windows are set outside HOP, the value of this parameter is zero (0) 
· Net Minutes = (Gross Minutes – Scheduled Outage Minutes)

· Unplanned Outage Minutes = (Outage Minutes due to unscheduled Maintenance and Release activities initiated by ERCOT + Outage minutes due to Problems).
· Service Availability Percentage = ((Net Minutes – Unplanned Outage Minutes) / Net Minutes) * 100

Example: Service Availability Percentage computation for January 2007
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Service Availability Percentage computation for January  2007

Number of Business Days in January 2007 = 22

Number of HOP per Business Day = 9 

Gross Minutes in January 2007 = 22*9*60 = 11880

Used Scheduled Outage minutes =125

Net Minutes = 11880 –125 = 11755

Unplanned Outage Minutes = 75

Service Availability in January 2007 = ((11755 -75)/11755)*100 = 99.36%


Appendix-B
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Notes: 

As problem diagnosis and resolution progresses, support teams within same Level may interact and reassign the ticket, if necessary – this is not shown above to avoid clutter.  

Appendix-C
[Reliant: what is call acknowledgement? Is this the same as call resolution?  Where are the call resolution targets? (We think these are needed.)]
Team Coverage Hours and Call Acknowledgement Time Targets (CATT)

	Support Level
	Team Name and Coverage Hours
	Call Acknowledgement Time Targets (CATT)

	Level-1
	Wholesale Client Services

8AM – 5PM CT Business Days
	60 Minutes

	
	Console Ops

24x7
	Immediate

	Level-2
	IT Commercial Ops

8AM – 5PM CT Business Days
	120 Minutes

	
	EMMS Production Support Team

8AM – 5PM CT Business Days
	120 Minutes

	Level-3
	IT Infrastructure SE&A

8AM – 5PM CT Business Days
	120 Minutes

	
	IT Infrastructure Networking

8AM – 5PM CT Business Days
	120 Minutes

	
	IT Infrastructure Storage

8AM – 5PM CT Business Days
	120 Minutes

	
	Database

8AM – 5PM CT Business Days
	120 Minutes

	
	Nodal EIP Project Team

8AM – 5PM CT Business Days
	120 Minutes


Notes: 

1. Production and higher-priority environments will take precedence over Nodal Sandbox environment in all situations, and Support teams will assign resources accordingly. 

Appendix-D
Backup and Restore Supplemental Services

	Systems 
	Full Backup
	Incremental Backup
	Vaulted Offsite?
	Recovery Time Objective

	
	Frequency
	Retention Period
	Frequency
	Retention Period
	
	

	Windows Nodal Sandbox Servers
	Once per week. 
	3 Months
	Once a day
	2 Weeks
	No
	1 Business day

	Unix Nodal Sandbox Servers
	Once per week.
	3 Months
	Once a day
	2 Weeks
	No
	1 Business day


Notes: 

1. The Recovery Time Objective applies only to non-disaster situations. See Section 2 (Service Scope Definition) for scope limitations. 
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