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Requirements Specification
(This Requirements Document is Subordinate to and Compliant with the Texas Nodal Protocols effective May, 2006.)

1. Introduction

The primary authority directing the operational characteristics and behavior of the Outage Scheduler system is the Texas Nodal Protocols.  This requirements document is provided as a supplement to assist in the implementation of this system which includes all processes, tools (hardware and software), and operations and constraints necessary for full compliance to the Texas Nodal Protocols.  The Texas Nodal Protocols with this set of requirements documents completes the System “Design To” definition for implementation, test, and operation of a fully compliant Market Management System.
1.1 Purpose

The requirements for the document Texas Nodal Market Management Systems (MMS) Requirement Specification for Outage Scheduler and its associated processes are described in the Texas Nodal Protocols.  This supplemental specification describes the external behavior of this specific sub-system.  The Texas Nodal Protocols (Protocols) and this document together with all applied vendor provided products’ functional specifications, describe both functional and nonfunctional requirements, design constraints, and other factors, in order to provide a complete and comprehensive description of the operational performance to be delivered.  All statements or requirements specified in this document are subordinate to the Protocols.  
1.2 Objective

The objective of this set of documents is to provide a clear, concise and unambiguous set of requirements together with the Texas Nodal Protocols which provides the complete required technical description of this Texas Nodal Sub-System to allow the developer/implementer to deliver a fully operational, compliant and robust Texas Nodal System.

1.3 Traceability

All requirements are traceable to the Nodal Protocols, and/or regulations such as NERC and FERC.
1.4 Definitions and Acronyms 

A definition of terms and acronyms used in this document is provided in Appendix A.  This list is exclusive of those defined in the “ERCOT Nodal Protocols Section 2: Definitions and Acronyms, May 2006”.
2. System Scope

This section describes the As Is and To Be sub-processes of the Outage Scheduler system. ERCOT has provided the Outage Scheduler team with two sub-process maps, as illustrated in Figure 1 and Figure 2. Figure 1 demonstrates the As Is sub-process, while Figure 2 demonstrates the To Be sub-process.
2.1 As Is Sub-Process for the Outage Scheduler System
The current sub-process for managing Outages is illustrated in the As Is sub-process in Figure 1. Activities within the Outage Scheduler are highlighted with dashed borders. Outage management activities lead to the creation of an updated Outage Schedule. 
The Transmission Network Model, Load Forecast, and Generation Plan together with the Approved Outages are used to evaluate any security or reliability violation linked to the requested Outage(s). If there are no violations, the Outage Request(s) are accepted and the Outage Schedule is updated. Actual Market Operational Data, Estimated Market Data, Registration Data, and Additional Adjustments are input into the Outage Scheduler process.
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Figure 1: As Is sub-process for managing Outage activities
2.2 To Be Sub-Process for the Outage Scheduler System
Figure 2 illustrates the To Be sub-process for the Outage Scheduler system. In the process diagram below, each process or information source which is hosted by the Outage Scheduler application is labeled “Outage Scheduler” in parentheses. Activities within the Outage Scheduler are represented in the process P-4 and output of the Outage Scheduler is illustrated by the box labeled I-6. The dashed boxes (I-2, P-4 and I-6) represent the Outage Scheduler. Light yellow color (lighter shade) indicates existing processes and dark yellow color (darker shade) indicates new processes.
The TSP or QSE (i.e., the Outage Requestor) submits Outage Requests using the Outage Scheduler. The ERCOT Outage Coordinator creates a Date Determinate Power Flow Model, which includes Approved, Accepted, and Requested Outages, Generation Plan, and Load Forecast. The ERCOT Outage Coordinator then uses this model to perform contingency analysis. 
For most Outages, if any requested Outage under evaluation causes pre or post contingent limit violations, the ERCOT Outage Coordinator consults with the Outage Requestor and determines if there is an acceptable solution (i.e., remedial action, generation adjustment, etc). If an acceptable solution exists, the Outages will be Approved or Accepted, if not, the Outage will be Rejected or Withdrawn and rescheduled at a better time.
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Figure 2: To Be sub-process for managing Outage activities
2.3 Differences between the As Is and To Be Sub-Process

The To Be sub-process includes Power Flow Analysis for evaluation of the requested Outage(s) using Energy and Ancillary Market Data and Current Operating Plan information in place of what is Generation Plan data in the As Is sub-process.
2.4 Assumptions and Dependencies

Outage Scheduler is a critical application that maintains Transmission and Resource Element availability information. Accuracy and availability of this information to such systems as EMS, MMS and CRR (through the NMMS) is essential for ERCOT market operation. The requirements and assumptions regarding availability, security, performance, and information accessibility for the Outage Scheduler are described in the following chapters in this document.

3. Functional Requirements

This section contains the Functional Requirements for the Outage Scheduler system.

The Functional Requirements have been grouped according to the view of the user. The first group – External Client Requirements - focuses on the originator of an Outage - the Transmission Service Provider (TSP) and the Qualified Scheduling Entity (QSE). The second group – Internal ERCOT Requirements - focuses on the role of ERCOT itself and how Outage Requests are managed by ERCOT. The third group – Information Exchange Requirements - deals with the acceptance and dissemination of Outage data. Finally the fourth group – Administration Requirements - deals with general administrative issues in the system, not directly involved with the submission and management of Outages.

The numbering convention for the Functional Requirements is “FR”, followed by the group number and the intra-group requirement number separated by a dash. For example, FR1-1 addresses the first requirement in the group of External Client Requirements.
To assist in understanding the Requirements Specification document, the following background information is provided.
ERCOT, as an Independent System Operator (ISO) for a large portion of Texas, is required to review and approve, accept or reject Transmission and Resource Outages. The criterion for approval, acceptance, or rejection is adherence with NERC Transmission Security Standards and ERCOT protocols and guidelines. ERCOT has developed and is continuing to develop tools to assist Outage Coordinators in evaluating the transmission security impact of Outages. These tools are described in a companion requirement document “Texas Nodal Energy Management System Requirements Specification for Outage Evaluation”. The Outage Scheduler application described in this document is the operational interface between participants, particularly TSPs and QSEs and Outage Coordination personnel at ERCOT.
3.1 External Client Requirements

3.1.1 FR1-1 Submit Outage Request

	Requirement ID
	FR1-1

	Protocol Reference
	NP Section 3.1.2, 3.1.3.1, 3.1.3.2, 3.1.4.2, 3.1.4.8, 3.1.5.1, 3.1.5.2, 3.1.5.9, 3.1.5.12, 3.1.6, 3.1.6.1, 3.1.6.2, 3.1.6.8, 3.1.7, NERC Standards IRO-002-1, TOP-003-0, TOP-004-0, TOP-005, TPL-002-0, TPL-003-0, TPL-004-0

	Coverage of Protocol
	Full – NP section 3.1.2
Partial – all others

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description: 

Each TSP and QSE shall have the ability to submit to ERCOT their Outage Elements in a timeframe that is a function of the Outage Category and Type. TSPs shall be permitted to submit Outage Requests within the Transmission Category, while QSEs shall be permitted to submit Outage Requests within the Resource Category (Generation and Load). 

Refer to Appendix A.1 for Transmission Outage Types. A Forced Extension can only be created from an original Forced Outage that cannot be submitted as a Planned Outage according to ERCOT protocol time lines. Unavoidable Extension can only be created from an original Planned or Maintenance Outage that cannot be submitted as a Planned or Maintenance Outage according to ERCOT protocol time lines. Outage submission time lines according to ERCOT protocols are listed in Appendix E, Table 3. When creating an Outage on a Transmission Element, the TSP shall have the capability of choosing from a list of associated electrical buses, switches and/or breakers for that Transmission Element. The data required to populate these selection lists is provided by the NMMS to the Outage Scheduler.
Refer to Appendix A.1 for Resource Outage Types. Planned Outages are handled differently, whether they are submitted eight days or less, or more than eight days. A Forced Extension can only be created from an original Forced Outage that cannot be submitted as a Planned Outage according to ERCOT protocol time lines. Unavoidable Extension can only be created for an original Planned or Maintenance Outage that cannot be submitted as a Planned or Maintenance Outage according to ERCOT protocol time lines. Outage submission time lines according to ERCOT protocols are listed in Appendix E, Table 3.
Opportunity Outages are a special category of Planned Outages and are described in FR1-7.
The following information shall be provided in an Outage Request for the Transmission Category (varies somewhat based on Outage Category):

· Identification of primary and alternate telephone numbers for the TSP Single Point of Contact, the name of the individual submitting the Outage Request (i.e., Outage Requestor), and location (i.e., TSP)
· The identification of the Transmission Facility (i.e., From Station)

· Identification of any other Transmission Facility that must be out of service to facilitate the Outage Request, in terms of  existing equipment
· A free text field for Project Name/NOMCR ID
· A description of the nature of work to be performed during the proposed Transmission Outage. A drop-down box with a predefined set of work description options shall be provided, as well as a free-text box for further explanation (i.e., Requestor Notes and Supporting Information)

· Identification of Equipment and Equipment Type

· Normal and Outage States (if the Transmission Element is a CB, DSC, DISC, LS, or MOS)
· Planned Start and End Date/Time
· Earliest Start and Latest End Date/Time

· The time required to: (i) terminate the Outage, and (ii) restore the Transmission Facility to normal operation (i.e., Emergency Restoration Time)
· Identification of any remedial actions or special protection systems necessary during this Outage and the contingency that will require the remedial action or relay action
The following information shall be provided in an Outage Request for the Resource Category (varies somewhat based on Outage Category):

· Identification of primary and alternate telephone numbers for the QSE Single Point of Contact, the name of the individual submitting the Outage Request (i.e., the Outage Requestor), and location (i.e., QSE)

· The identification of the Resource Facility (i.e., Station Name)

· A description of the nature of work to be performed during the proposed Resource Outage. A drop-down box with a predefined set of work description options shall be provided, as well as a free-text box for further explanation (i.e., Requestor Notes and Supporting Information)

· Identification of Equipment and Equipment Type

· High Sustained Limit (HSL) available during the Outage

· Low Sustained Limit (LSL) available during the Outage
· A flag to indicate Resource availability/unavailability. Availability indicates that the Resource will be On-line or Off-line and available for commitment. Unavailability indicates that the Resource will be Off-line and unavailable. – Note: If this flag is set to unavailable then the HSL=LSL=zero
· Planned Start and End Date/Time
· Earliest Start and Latest End Date/Time

Outage Types and Categories and their life cycle are summarized in the Life-Cycle Matrix in Appendix B. The matrix summarizes the various states for each Outage Category and Type. Allowed state transitions for Outages are depicted in the State Transition Diagram in Appendix C.
A User Interface and a programmatic interface for use by external users shall be provided. The programmatic interface is described in more detail in FR3-5.


3.1.2 FR1-2 Edit Outage Request

	Requirement ID
	FR1-2

	Protocol Reference
	NP Section 3.1.3.1, 3.1.4.2, 3.1.4.8, 3.1.5.2, 3.1.6.1, 3.1.6.4, 3.1.6.8, 3.1.6.9, 3.1.6.10, 3.1.7, 3.1.7 2, NERC standard IRO-002, IRO-005-1, TOP-003-0, TOP-004-0, TPL-002-0, TPL-003-0, TPL-004-0

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description: 

A TSP and a QSE shall be permitted to Edit an Outage submitted on behalf of the same requesting company whenever any information concerning that Outage changes or ERCOT requires modification and/or re-submission. 
The ability to edit an Outage and the properties that can be edited depend on the Outage Type and the state of the Outage. Any changes to an Outage will require resubmission to ERCOT (and therefore also revalidation including the validation according to the submittal timeline rules specified in the nodal protocols). All changes to an Outage, which are submitted to ERCOT are tracked through version control as covered in FR4-2.The Outage states that allow the Edit operation are illustrated in the State Transition Diagram in Appendix C.


3.1.3 FR1-3 Cancel Outage Request

	Requirement ID
	FR1-3

	Protocol Reference
	NP Section 3.1.4.2, 3.1.7, 3.1.4.8, NERC Standard IRO-002, IRO-005-1, TOP-003-0, TOP-004-0, TOP-005,TPL-002-0, TPL-003-0, TPL-004-0

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description: 

The originator – an Outage Requestor – or someone acting on his/her behalf shall be permitted to Cancel an Outage Request, if the need for the request no longer exists. Cancellation must occur before the Outage is Active, hence before Planned Start Date/Time has past.
The Cancel operation for any Outage is summarized in the Life-Cycle Matrix in Appendix B. State transition from the Cancel state is depicted in the State Transition Diagram in Appendix C.


3.1.4 FR1-4 Create Outage Extension

	Requirement ID
	FR1-4

	Protocol Reference
	NP Section 3.1.4.6, 3.1.4.8, 3.1.5.2, 3.1.6.1, 3.1.6.8, 3.1.6.9, 3.1.6.10, 3.1.7, NERC Standard  IRO-002, TOP-003-0, TOP-004-0, TOP-005, TPL-002-0, TPL-003-0, TPL-004-0

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description: 

A TSP or QSE shall have the capability to extend an Outage if it is not possible to complete the Outage by the Planned End Date/Time. There shall be two types of extensions:

· Forced Extension –for extending a Forced Outages

· Unavoidable Extension –for extending a Planned or Maintenance Outages and where the extension is requested less than three days before the Planned End Date/Time


3.1.5 FR1-5 Create Recurring Outages
	Requirement ID
	FR1-5

	Protocol Reference
	NP Section 3.1.3.2(1) , NERC Standards IRO-002, IRO-005-1, TOP-003-0, TOP-004-0, TOP-005, TPL-002-0, TPL-003-0, TPL-004-0

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description:
The TSP or QSE shall have the capability to create an Outage Request that recurs on a daily basis from a Planned Outage when it is created. The duration of the original Outage Request shall not exceed 24 hours. The Outage Request shall include: Start Date/Time of the original copy, End Date/Time of the last copy, interval in days between each copy, and a maximum number of recurring Outages. The maximum number of recurring Outages shall be set to default 50. This action creates multiple Outage Requests, one for each contiguous period, and no more than 50 for each Recurring Outage Request.


3.1.6 FR1-6 Copy Existing Outage
	Requirement ID
	FR1-6

	Protocol Reference
	NP Section 3.1.3.2(1) , NERC Standards IRO-002, IRO-005-1, TOP-003-0, TOP-004-0, TOP-005, TPL-002-0, TPL-003-0, TPL-004-0

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description: 

A TSP or QSE shall have the capability to copy an existing Outage. The copy shall be identical to the original but subject to user modification of any of the following fields:
For Transmission Outages:
· Identification of primary and alternate telephone numbers for the TSP Single Point of Contact, the name of the individual submitting the Outage Request (i.e., the Outage Requestor), and location (i.e., the TSP)
· The identification of the Transmission Facility (i.e., the From Station)

· Identification of any other Transmission Facility that must be out of service to facilitate the Outage Request, in terms of existing equipment
· A free text field for Project Name/NOMCR ID
· A description of the nature of work to be performed during the proposed Transmission Outage. A drop-down box with a predefined set of work description options shall be provided, as well as a free-text box for further explanation (i.e., Requestor Notes and Supporting Information)

· Identification of Equipment and Equipment Type

· Normal and Outage States (if the Transmission Element is a CB, DSC, DISC, LS, or MOS)
· Planned Start and End Date/Time
· Earliest Start and Latest End Date/Time

· The time required to: (i) terminate the Outage, and (ii) restore the Transmission Facility to normal operation (i.e., Emergency Restoration Time)
· Identification of any remedial actions or special protection systems necessary during this Outage and the contingency that will require the remedial action or relay action
For Resource Outages:
· Identification of primary and alternate telephone numbers for the QSE Single Point of Contact, the name of the individual submitting the Outage Request (i.e., the Outage Requestor), and location (i.e., the QSE)

· The identification of the Resource Facility (i.e., the Station Name)

· A description of the nature of work to be performed during the proposed Resource Outage. A drop-down box with a predefined set of work description options shall be provided, as well as a free-text box for further explanation (i.e., Requestor Notes and Supporting Information)

· Identification of Equipment and Equipment Type

· High Sustained Limit (HSL) available during the Outage

· Low Sustained Limit (LSL) available during the Outage 

· A flag to indicate Resource availability/unavailability Availability indicates that the Resource is On-line or Off-line and available for commitment. Unavailability indicates that the Resource is Off-line and unavailable. – Note: If this flag is set to unavailable then HSL=LSL=zero.
· Planned Start and End Date/Time
· Earliest Start and Latest End Date/Time


3.1.7 FR1-7 Create Opportunity Outage
	Requirement ID
	FR1-7

	Protocol Reference
	NP Section 3.1.5.5, 3.1.6.8

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description:

Each TSP and QSE shall have the ability to submit to ERCOT an Opportunity Outage. An Opportunity Outage is a special category of Planned Outage. Every Opportunity Outage shall be associated with a Resource, hereby referred to as the designated Resource. Two types of Opportunity Outages exist, one for Resource Outages and one for Transmission Outages. For Transmission Opportunity Outage (TOO), the designated Resource may include more than one Resource.
A QSE shall be able to submit a Resource Opportunity Outage for an already Approved or Accepted Planned Outage of the same Resource if a Forced Outage on the Resource occurs within eight days of the Planned Outage.

A TSP shall be able to submit a Transmission Opportunity Outage (TOO) to occur within the next 90 days associated with a designated Resource. A Transmission Opportunity Outage is a two-stage process. The first stage involves reserving the right to take a TOO. The second stage involves the actual submission of TOO. This begins after the OS issues a warning to the TSP and ERCOT that TOO conditions have been met.

The first stage involves submitting the Transmission Opportunity Outage with the following information:

· A designated Resource or set of Resources
· The duration the Equipment will need to be taken out of service, hereby referred to as the TOO duration
· The maximum generation (High Sustained Limit) of the Designated Resource during the Outage. Some Transmission Outages require the derated HSL to be below a specific limit before the Outage can take place. In most cases the HSL will be zero for a Transmission Opportunity Outage
The status of the first-stage submitted Transmission Opportunity Outage shall be Received at ERCOT.

The Outage Scheduler shall issue a warning to the TSP and ERCOT and release the TOO for second-stage submission of the Transmission Opportunity Outage if the following occurs:

· The designated Resource submits or has already submitted a Planned, Maintenance, or Forced Outage, whose duration is longer or equal to the TOO duration, to occur within the TOO 90-day period

· The Resource Outage is Accepted/Approved by ERCOT; in case of multiple Outages for the designated Resource that qualify for the TOO, Outage Scheduler shall select the first Approved/Accepted Outage. The TSP shall use the respective Resource Outage ID to associate the Resource Outage to the TOO.
The second stage begins by the TSP submitting the Planned Start and End Dates/Times for the TOO. The Outage Scheduler shall verify that the TOO Planned Start and End Dates/Times fall within the Planned Start and End Dates/Times of the designated Resource Outage. The TOO submission must be approved by ERCOT. The TOO shall be approved unless there are security issues involved. ERCOT shall allow the TSP to resubmit the TOO if security issues can be resolved by modifying the original Planned Start and End Dates/Times. In case that the TOO is rejected, the TSP shall have the opportunity to submit a new TOO, following standard procedure for any Outage that is rejected by ERCOT.
A TOO is considered expired and shall be canceled by the Outage Scheduler if the TSP has not submitted Planned Start and End Dates/Times of the TOO before the designated Resource Outage has started and the TOO duration will go beyond the end of the Designated Resource Outage.

If the Transmission Opportunity Outage can not be completed as scheduled, the TSP shall have to request an Unavoidable Extension.
In case of any changes to the designated Resource Outage, Outage Scheduler


 shall issue a warning to that effect to all parties involved (i.e., ERCOT Outage Coordinator and the respective TSP and QSE). The resolution of the requested change to the designated Resource Outage and its impact on the respective Transmission Opportunity Outage shall be handled by the ERCOT Outage Coordinator and the involved TSP and QSE.


3.1.8 FR1-8 Create Outage Group
	Requirement ID
	FR1-8

	Protocol Reference
	NP Section 3.1.3.1, IRO-002, TOP-003-0, TOP-004-0, TOP-005, TPL-002-0, TPL-003-0, TPL-004-0

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description: 

The TSP shall have the capability to create an Outage Group. An Outage Group shall be produced using an original non-‘Remedial Switching Action’ (RSA) Transmission Outage to create multiple copies with different affected Transmission Elements that share a common Start and End Date/Time. The resulting Outages shall be bound together as an Outage Group.
When creating an Outage on a Transmission Element the TSP shall have the capability of choosing from a list of associated electrical buses, switches and/or breakers for that Transmission Element. Outages for those switches and/or breakers shall be created automatically and all Outages shall be bound together (i.e., the original Transmission Outage plus the associated electrical buses, switch and/or breaker Outages) as an Outage Group.


3.1.9 FR1-9 Respond to Warning (External Client)
	Requirement ID
	FR1-9

	Protocol Reference
	NP Section 3.1.3.1

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description: 

The following events shall cause warning conditions to be brought to the attention of TSP and/or QSE:
· Planned Start Date/Time has passed and no Actual Start Date/Time has been entered
· Thirty minutes before a Planned End Date/Time and no Actual End Date/Time has been entered
· Actual End Date/Time has been entered for a Forced Outage, but no supporting text information has been entered

· When conditions have been met for an existing reservation of a Transmission Opportunity Outage
· When the designated Resource submits a request for a Resource Opportunity Outage.
The TSP or QSE shall respond to a warning by entering the missing/required  information and acknowledging the warning. The TSP or QSE shall have a means of viewing unacknowledged warnings.


3.2 Internal ERCOT Requirements

3.2.1 FR2-1 Study Outage

	Requirement ID
	FR2-1

	Protocol Reference
	NP Section 3.1.5.2, 3.1.5.11, 3.1.6.1, 3.1.7

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description: 

The ERCOT Outage Coordinator shall be provided the ability to change the status of an Outage with the status of Received at ERCOT to a status of Study. Once an Outage has a status of Study, the TSP or QSE shall not be able to edit the Outage.
The set-to-Study operation for any Outage is summarized in the Life-Cycle Matrix in Appendix B. Allowed state transitions from the Study state are depicted in the State Transition Diagram in Appendix C.


3.2.2 FR2-2 Approve, Accept or Reject Outage

	Requirement ID
	FR2-2

	Protocol Reference
	NP Section 3.1.1, 3.1.4.3, 3.1.4.4, 3.1.4.5, 3.1.4.7, 3.1.5.1, 3.1.5.3, 3.1.5.4, 3.1.5.5, 3.1.5.6, 3.1.5.7, 3.1.5.8, 3.1.5.10, 3.1.5.11, 3.1.6, 3.1.6.3, 3.1.6.5, 3.1.6.6, 3.1.6.7, 3.1.7, 3.1.7.1, , IRO-005-1, TOP-003-0, TOP-004-0, TPL-002-0, TPL-003-0, TPL-004-0

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description: 

The capability for the ERCOT Outage Coordinator to Accept, Approve or Reject an Outage (in either Received at ERCOT or Study state) shall be provided. The capability for the ERCOT System Operator to Accept, Approve or Reject Maintenance Level 1 Outage Requests shall be provided.

The Accept, Approve or Reject operations for any Outage are summarized in the Life-Cycle Matrix in Appendix B. Allowed state transitions from the Approve, Accept, or Reject states are depicted in the State Transition Diagram in Appendix C.

The Accept, Approve or Reject operation shall be handled through an ERCOT approved interface.


3.2.3 FR2-3 Withdraw Outage

	Requirement ID
	FR2-3

	Protocol Reference
	NP Section 3.1.5.7, IRO-005-1, TOP-003-0, TOP-004-0, TPL-002-0, TPL-003-0, TPL-004-0

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description: 

The ERCOT Outage Coordinator and System Operator shall be provided a means to withdraw Outages.
The withdrawal operation for any Outage is summarized in the Life-Cycle Matrix in Appendix B. Allowed state transitions from the Withdrawn state are depicted in the State Transition Diagram in Appendix C.


3.2.4 FR2-4 Respond to Warning
	Requirement ID
	FR2-4

	Protocol Reference
	NP Section 3.1.4.2, 3.1.4.5

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description: 

The Outage Scheduler shall produce warnings brought to the attention of ERCOT Outage Coordinators and System Operators for the following events:

· Entry of Actual Start Date/Time for Forced (including Remedial Switching Action and extensions) , Maintenance Level 1-3, or Outages being monitored (i.e., Monitored Outages)

· Entry of Actual End Date/Time for Forced (including Remedial Switching Action and extensions), Maintenance Level 1-3, or Outages being monitored

· Cancellation of an Outage being monitored

· Submission of Remedial Switching Action, Maintenance Level 1-3 Transmission and Resource Outages
· When conditions have been met for an existing reservation of a Transmission Opportunity Outage

· When the designated Resource submits a request for a Resource Opportunity Outage.

The ERCOT Outage Coordinator and System Operator shall have the ability to respond to warnings through a process called Acknowledgement. The ERCOT Outage Coordinator and System Operator shall have a means of viewing unacknowledged warnings at any time during operation of the Outage Scheduler.

A Monitored Outage is an Outage that has a monitor flag activated as part of its Outage properties. Real-time monitoring of Outages causes warnings to be generated in the Outage Scheduler. An Outage that is being monitored will generate warnings if the Outage is Canceled or if the Actual Start or End Date/Time of the Outage is entered.


3.2.5 FR2-5 Manage Unit Relationship

	Requirement ID
	FR2-5

	Protocol Reference
	NP Section 3.1.1(2d) , 3.1.4.3 IRO-005-1, TOP-003-0

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description: 

The Outage Scheduler shall provide the ability to import RMR or Black Start Reliability Resource information, including effective and termination dates. Reliability Resources shall follow the business rules for Reliability Resource, instead of Non-Reliability Resources.  These business rules are described in the ERCOT Nodal Protocols sections 3.1.4.3; 3.1.6; 3.1.7; and 3.1.7.2.


3.3 Information Exchange Requirements

3.3.1 FR3-1 Post Outage Information

	Requirement ID
	FR3-1

	Protocol Reference
	NP Section 3.1.1, 3.1.3.1, 3.1.5.7, 3.1.5.13, 3.2.1, 3.2.2, 3.2.3

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description: 

The Outage Scheduler shall provide a means of posting Outage information to the Market Information System (MIS) Secure Area. This information shall include relevant information provided by the Outage Requestor and the following:
· Monthly and annual statistics on how TSP Planned Outages compare with actual TSP Outages
· Monthly statistics on how Resource Planned Outages compare with actual Resource Outages

· Notice of Outage approval withdrawals within one hour of withdrawal
· Proposed Transmission Facilities Outages neither Approved nor Rejected within one hour of receipt
· Approved, Accepted or Rejected Transmission Outage within one hour of approval, acceptance or rejection
· Proposed and Approved schedules for Planned Outages and Maintenance Outages of Transmission Facilities

· Notice of withdraws of approval of Planned Outages and Maintenance Outages of Transmission Facilities within one hour of the change

· Daily posting by 06:00 of aggregated Resource Outage schedules showing the MW of Outages and the MW capabilities for each hour for the next 14 days
· Daily postings by 06:00 of aggregated Resource Outage schedules showing the MW of Outages and the MW capabilities available on peak for the next 12 months
· Statistics on the use of Remedial Switching Actions


3.3.2 FR3-2 Interface of Outage Information to Other ERCOT Systems
	Requirement ID
	FR3-2

	Protocol Reference
	NP Section 5.5.1, 5.5.1, 5.5.2, 7.5, 7.5.5.4, IRO-005-1, TOP-003-0, TOP-004-0, TPL-002-0, TPL-003-0, TPL-004-0

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description: 

The Outage Scheduler shall provide Outage information to other subsystems as specified by those subsystems. These subsystems shall include:

· Energy Management System (EMS)
· Market Management System (MMS)

· Network Model Maintenance System (NMMS)
· Congestion Revenue Rights (CRR) System
· Planning Applications
· Any other ERCOT systems requiring knowledge of Outages


3.3.3 FR3-3 Export Outage Data
	Requirement ID
	FR3-3

	Protocol Reference
	NP Section 3.1.3.2 (1)

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description: 

ERCOT Outage Coordinators and System Operators shall have the ability to filter for a subset of Outages using any fields in FR1-1 as filter criteria. This subset of Outages shall be able to be exported by the user in an XML or CSV format.


3.3.4 FR3-4 Import Transmission Element Names

	Requirement ID
	FR3-4

	Protocol Reference
	NP Section 3.10, 3.10.1

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description: 

The Outage Scheduler shall have the ability to import names and effective dates of any Transmission Element that can be subject to Outage. The ability to import all pertinent Transmission Elements in their entirety shall be supported, both periodically and at the request of an ERCOT Outage Coordinator.
For each Transmission Element, the following information shall be imported:

· Transmission Element name

· Unique identifier for the Transmission Element
· Transmission Element Type

· Normal status of switching devices

· Station in which the Transmission Element resides

· Acronym for the Station Name 

· Owner of the Transmission Element
· Operator of the Transmission Element

· Resource HSL
· Resource LSL
· Resource Type
· Voltage of the Transmission Element
· ID/Names of all electrical buses, circuit breakers and/or switches required to Outage the Transmission Element
· Transmission Element in/out-service Date/Time
In order to support validation of entry or modification of the Single Point of Contact for a QSE or TSP, access to the Master File information is required. It is assumed that this information and the electrical bus, breakers and/or switches-Transmission Element relationship data are imported from the NMMS.
The ability shall also be provided to import all Transmission Element changes since the last full import, both periodically (e.g., after midnight daily) and at the request of an ERCOT Outage Coordinator.

If the name by which a Transmission Element is known can change over the Transmission Elements lifetime, then accompanying the name and effective dates shall be some unique nameplate identifier that never changes over the Transmission Elements lifetime. In the latter case, import of a Transmission Element whose name changes shall cause an update in all known Outages pertaining to that Transmission Element of the Transmission Element name.


3.3.5 FR3-5 Programmatic Interface 
	Requirement ID
	FR3-5

	Protocol Reference
	NP Section 3.1.4.2

	Coverage of Protocol
	Full

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description: 
Two sets of programmatic interfaces shall be provided:
1. A programmatic interface shall be provided to TSPs and QSEs to import and export Outage data in XML format at their request. The data that they provide in the upload to the Outage Scheduler shall conform to the requirements for Outage submission (i.e., FR1-1). The OS shall perform all of the validity checking that would be performed through the OS User Interface. The results of the upload, in terms of which Outages were accepted and which failed validation and were not accepted (along with the reasons for failure) shall be made available to the Outage Requestor in XML format.
The interface also allows for any updates and/or changes made to an existing Outage such as submitting Actual Start/End Date/Time values. Any submission to the Outage Scheduler via the programmatic interface shall be validated. The validation shall be identical to the case where the submission is through the User Interface.
2. A programmatic interface shall be provided for the EMS to transfer the results of Outage study evaluation into the Outage Scheduler (list of proposed Outages that passed the evaluation and those that failed).


3.4 Administration Requirements

3.4.1 FR4-1Manage Users and Roles

	Requirement ID
	FR4-1

	Protocol Reference
	NP Section 3.10.8.4(a), 3.1.4.1, NERC Standard CIP-003-1

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description: 

A secure mechanism (Digital Certificates) of logging into the Outage Scheduler shall be provided. For audit trail and authentication purposes, each user of the system shall login with a Digital Certificate and a password. Each user (TSP, QSE, ERCOT, etc.) must acquire or be granted their appropriate roles. The role assigned to the user then determines what actions that user is entitled to perform (e.g., OS Admin Role).


3.4.2 FR4-2 Manage Outage Versions

	Requirement ID
	FR4-2

	Protocol Reference
	NP Section 3.1.3.1

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	P4

	Sub-Process Element Coverage
	Partial

	Description: 

Each Outage shall be recognized by an identifier that contains a unique Outage ID and a version number. A new version of an Outage shall be automatically created on initial submission and any subsequent action that changes any Outage attribute (e.g., Edit, Withdraw, etc.). Any operation to an Outage shall be saved to a new state of the Outage. At any time, all versions of an Outage shall be viewable.


4. Supplementary Requirements

The Supplementary Requirements capture the system requirements that are not fully captured in the Functional Requirements. Such requirements include: 

· Legal and regulatory requirements, including application standards
· Quality attributes of the system to be built, including usability, reliability, performance, and supportability requirements
· Other requirements such as operating systems and environments, compatibility requirements, and design constraints

In the following, the Supplementary Requirements are given an ID (SR-1 through SR-9) for ease of cross referencing.
4.1 SR-1 Performance Requirements

Outage data shall be made available to other systems within the secured ERCOT enterprise.  To date no mechanism has been fully defined as to how this will be implemented.  Until that occurs, the language used in this document to define such requirements is “X” will be made available to system “Y”.  For example, Outage transactions within a time window need to be made available to the MMS system. We assume at this point that the Outage data will be available incrementally (periodic or on demand) or fully (daily or on demand).

The Outage Detection application in the EMS shall have up-to-date information on Forced Outages within ten seconds of when changes to the ERCOT System have occurred. Changes received in the Outage Scheduler shall be made available to the Outage Detector within a ten second window.
It is assumed that there are ~ 3100 authorized Outage Requestors (TSPs, QSEs, etc.) and at most 75 of them are active at any given time.

4.2 SR-2 Legal and Regulatory Requirements

The Outage Scheduler must conform to the “ERCOT Nodal Protocols – Section 3: Management Activities for the ERCOT System, May 2006”.
The following NERC standards shall be followed through operating procedures:

· “Each Transmission Operator, Balancing Authority, and Generator Operator shall plan and coordinate scheduled Outages of system voltage regulating equipment such as automatic voltage regulators on generators, supplementary excitation control, synchronous condensers, shunt and series capacitors, reactors etc. among affected Balancing Authorities and Transmission Operators as required.”
· “Each Transmission Operator, Balancing Authority and Generator Operator shall plan and coordinate scheduled Outages of Telemetering and Control Equipment and associated communication channels between the affected areas.”
4.3 SR-3 System and Communication Requirements

The current average number of Outages per day is about 120 with maximum of 40,000 Outages per year. Based on input from ERCOT, there are some Outages that may have up to 20 versions or more. However, 5 to 8 may be a more common number of versions of an Outage. This specification assumes there are 8 versions for each Outage on the average. The system shall keep the information available on the Outage Scheduler for two years after the Planned End Date/Time.
The networks and links must use the TCP/IP protocol to transfer data.
4.4 SR-4 System Security Requirements

The system shall provide Public Key Infrastructure (PKI) based security using digital certificate for authentication. The system shall provide a centralized mechanism for maintaining user accounts and authorization information based on the LDAP. The system must provide built-in Cyber Security.  HTTPS shall be used for secure communication between the web server and the web clients.  Hard-coded IP addresses and host files must not be used.  The application must be able to move from one server to another without a required code change and must be portable.  There shall not be any hard-coding of accounts or passwords.

4.5 SR-5 Back Up and Recovery Requirements

The Outage Scheduler system shall include solutions for disaster recovery and business continuity.

4.6 SR-6 Availability and Redundancy Requirements

The Outage Scheduler system is a critical business system spanning data collection in the planning time frame through to power system data presentation for real-time operation. The Outage Scheduler system shall be available for real time power system operation on a continual basis. The system shall use proven and reliable IT architecture. The system must achieve an operational availability of a least 99.95% (i.e., at most ~4.38 hours unavailability per year).
4.7 SR-7 Maintainability Requirements

Since regulatory and business requirements may change, the Outage Scheduler shall be modifiable by making system parameters available for update by GUI.  In addition, the Outage Scheduler must lend itself to additions and modifications to the User Interface, as operational requirements are also subject to change. There shall be an Administrative Role (OS Admin Role) that shall be able to update the Outages under extraordinary failure conditions that are authorized by ERCOT. These events will be captured and reported in ERCOT and Market Participant performance statistics required in Section 8 of the Nodal Protocols. 
4.8 SR-8 Training and Documentation Requirements

The Outage Scheduler system shall include comprehensive documentation including:

· Software Requirements Specification

· Conceptual System Design

· Detailed System Design

· Data Model Definition

· User’s Guide

· Documentation for the underlying Market Infrastructure software

Training shall be provided to ERCOT to enable ERCOT staff to maintain and enhance the Outage Scheduler.
4.9 SR-9 Usability Requirements

The Outage Scheduler shall be designed and built to meet the requirements of the Texas Nodal Protocols and other requirements that are in this document. In addition, the Outage Scheduler user interface shall follow ERCOT guidelines on screen layout, menu structures, and other screen design factors.

Data entry actions that require significant processing time prior to display update shall indicate to the user that processing is in progress. The user experience shall not be impaired by the solution responsiveness. Users shall know whether the system is processing normally, waiting for input (from the current user or any other roles that must interact with the user’s task) or otherwise in a locked up or frozen situation. The solution shall allow for multiple users to simultaneously view the same information.
4.10 SR-10 Use of Rules Engine 
The Outage Scheduler shall have a rule-based engine and ERCOT shall be able to modify certain types of rules as needed.  Appendix D provides a description of the types of rules that can be implemented in the rules engine, where not restricted or limited by higher priority design requirements.
5. Protocol Coverage

Table 1 lists the extent of coverage (Full/Partial) of all relevant Nodal Protocols that are mentioned in this Requirements Specification document. In summary, this specification fully covers the Nodal Protocols.

Table 1: Nodal Protocol Coverage

	Protocol Sub-Section # (To the lowest level of granularity as possible)
	Description
	Coverage by Requirements

(Full/Partial)

	3.1
	Outage Coordination
	N/A

	3.1.1
	Role of ERCOT
	Full: FR2-2, FR2-5, FR3-1

	3.1.2
	Planned Outage or Maintenance Outage Data Reporting
	Full: FR1-1, FR4-1

	3.1.3.1
	Transmission Facilities
	Full: FR1-1, FR1-2, FR3-1, FR4-2

	3.1.3.2
	Resources
	Full: FR1-1, FR1-5, FR1-6, FR1-8, FR1-9, FR3-3

	3.1.4.1
	Single Point of Contact
	Partial: FR4-1, Full: FR4-1

	3.1.4.2
	Method of Communication
	Full: FR1-1, FR1-2, FR2-4, FR1-3, FR3-5

	3.1.4.3
	Reporting for Planned Outages and Maintenance Outages of Resources and Transmission Facilities
	Full: FR2-2, FR2-5

	3.1.4.4
	Communicating Rejection of Proposed Resource Outages
	Full: FR2-2

	3.1.4.5
	Management of Resource or Transmission Forced Outages or Maintenance Outages
	Full: FR2-2, FR2-4, FR2-6

	3.1.4.6
	Notice of Forced Outage or Unavoidable Extension of Planned or Maintenance Outage Due to Unforeseen Events
	Full: FR1-4, FR2-1

	3.1.4.7
	Outage Coordination of Forecasted Emergency Conditions
	Full: FR1-7, FR2-2

	3.1.4.8
	Deratings
	Full: FR1-1, FR1-2, FR1-3, FR1-4

	3.1.5.1
	ERCOT Evaluation of Planned Outage and Maintenance Outage of Transmission Facilities
	Full: FR1-1, FR2-2

	3.1.5.2
	Receipt of TSP Requests by ERCOT
	Full: FR2-1

	3.1.5.3
	Timelines for Response by ERCOT for TSP Requests
	Full: FR2-2

	3.1.5.4
	Delay
	Full: FR2-2

	3.1.5.5
	Opportunity Outage of Transmission Facilities
	Full: FR1-7

	3.1.5.6
	Rejection Notice
	Full: FR2-2

	3.1.5.7
	Withdrawal of Approval and Rescheduling of Approved Planned Outages and Maintenance Outages of Transmission Facilities
	Full: FR2-2, FR2-3, FR3-1

	3.1.5.8
	Priority of Approved Planned Outages
	Full: FR2-2

	3.1.5.9
	Information for Inclusion in Transmission Facility Outage Requests
	Full: FR1-1

	3.1.5.10
	Additional Information Requests
	Full: FR2-2

	3.1.5.11
	Evaluation of Transmission Facility Planned Outage or Maintenance Outage Requests
	Full: FR2-1, FR2-2

	3.1.5.12
	Submittal Timeline for Transmission Facility Outage Requests
	Full: FR1-1

	3.1.5.13
	Transmission Report
	Full: FR3-1

	3.1.6
	Outages of Resources Other than Reliability Resources
	Full: FR1-1, FR2-2

	3.1.6.1
	Receipt of Resource Requests by ERCOT
	Full: FR1-1, FR1-2, FR1-4, FR2-1

	3.1.6.2
	Resources Outage Plan
	Full: FR1-1

	3.1.6.3
	Additional Information Requests
	Full: FR2-2

	3.1.6.4
	Approval of Changes to a Resource Outage Plan
	Full: FR1-2

	3.1.6.5
	Evaluation of Proposed Short-Noticed Resource Outage
	Full: FR2-2

	3.1.6.6
	Timelines for Response by ERCOT for Resource Outages
	Full: FR2-2

	3.1.6.7
	Delay
	Full: FR2-2

	3.1.6.8
	Opportunity Outage
	Full: FR1-7

	3.1.6.9
	Outage Returning Early
	Full: FR1-2, FR1-4

	3.1.6.10
	Resource Coming Online
	Full: FR1-2, FR1-4

	3.1.7
	Reliability Resource Outages
	Full: FR1-1, FR1-2, FR1-3, FR1-4, FR2-1, FR2-2

	3.1.7.1
	Timelines for Response by ERCOT on Reliability Resource Outages
	Full: FR2-2

	3.1.7.2
	Changes to an Approved Reliability Resource Outage Plan
	Full: FR1-2

	3.2.1
	Calculation of Aggregate Generating Capacity
	Full:FR3-1

	3.2.2
	Long-Term Demand Forecasts
	Full: FR3-1

	3.2.3
	System Adequacy Report
	Full: FR3-1

	3.10
	Network Operations Modeling and Telemetry
	Partial: FR3-4

	3.10.1
	Time Line for Network Operations Model Change Request
	Partial: FR3-4

	5.1
	Introduction
	Partial: FR3-2

	5.5.1
	Security Sequence
	Partial: FR3-2

	5.5.2
	Reliability Unit Commitment (RUC) Process
	Partial: FR3-2

	7.5
	CRR Auctions
	Partial: FR3-2

	7.5.5.4
	Simultaneous Feasibility Test
	Partial: FR3.2

	NERC IRO-005-1
	Reliability Coordination — Current Day Operations
	Partial FR1-1, FR1-2, FR1-3, FR1-4, FR1-5, FR1-6, FR1-8, FR2-2, FR2-3, FR2-5, FR3-2

	NERC PER-004-0
	Reliability Coordination — Staffing
	Partial FR1-1, FR1-2, FR1-3, FR1-4, FR1-5, FR1-6, FR1-8, FR2-2, FR2-3, FR3-2

	NERC TOP-001-0
	Reliability Responsibilities and Authorities
	Partial FR1-1, FR1-2, FR1-3, FR1-4, FR1-5, FR1-6, FR1-8, FR2-2, FR2-3, FR3-2

	NERC TOP-003-0
	Planned Outage Coordination
	Partial FR1-1, FR1-2, FR1-3, FR1-4, FR1-5, FR1-6, FR1-8, FR2-2, FR2-3, FR2-5, FR3-2

	NERC TOP-004-0
	Transmission Operations
	Partial FR1-1, FR1-2, FR1-3, FR1-4, FR1-5, FR1-6, FR1-8, FR2-2, FR2-3, FR3-2

	NERC TPL-002-0
	System Performance Following Loss of a Single Bulk Electric System
	Partial FR1-1, FR1-2, FR1-3, FR1-4, FR1-5, FR1-6, FR1-8, FR2-2, FR2-3, FR3-2

	NERC TPL-003-0
	System Performance Following Loss of Two or More Bulk Electric System

Elements (Category C)
	Partial FR1-1, FR1-2, FR1-3, FR1-4, FR1-5, FR1-6, FR1-8, FR2-2, FR2-3, FR3-2

	NERC TPL-004-0
	System Performance Following Extreme Events Resulting in the Loss of Two or

More Bulk Electric System Elements (Category D)
	Partial FR1-1, FR1-2, FR1-3, FR1-4, FR1-5, FR1-6, FR1-8, FR2-2, FR2-3, FR3-2

	NERC CIP-003-1
	Cyber Security — Security Management Controls
	Partial FR4-1

	PUCT CH  25.361 (16)
	Electric Reliability Council of Texas
	Full/All 


6. Sub-Process Coverage

Table identifies the extent of coverage (Full/Partial) for all Outage Scheduler sub-processes that are mentioned in this Requirements Specification document.

Table 2: Sub-Process Coverage

	Sub-Process ID
	Sub-Process Name
	Coverage by Requirements

(Full/Partial)

	P4
	Create Up-dated Outage Schedule
	Full


A. Definitions and Acronyms
For other definitions and acronyms, see the “ERCOT Nodal Protocols Section 2: Definitions and Acronyms, May 2006”.
A.1 Definitions

	Active Outage
	This is one of the states of an Outage. It is NOT an Outage Type.  An Active Outage has Planned or Actual Start Date/Time of today or earlier and no Actual End Date/Time value yet. If an Outage has a Planned or Actual End Date/Time of yesterday or earlier, it is not considered Active

	Equipment
	A Transmission Element or Resource in the ERCOT System

	ERCOT Outage Coordinator
	An ERCOT role in the Outage Scheduler. EOC is responsible for daily operation of the OS and has more privileges than ESO, but less than OAR

	ERCOT System Operator
	An ERCOT role in the Outage Scheduler. The ESO prime responsibility lies outside the Outage Scheduler. However, for real-time events such as Forced Outages, the ESO has some OS operational privileges

	Forced Extension
	An extended Outage of either Forced or Maintenance Level 1-3

	Monitored Outage
	This is one of the attributes of an Outage. It is NOT an Outage Type.  A Monitored Outage is an Outage that has the monitor flag activated as part of its Outage properties. Real-time monitoring of Outages causes warnings to be generated in the Outage Scheduler. An Outage that is being monitored will generate warnings if the Outage is Canceled or if the Actual Start or End Date/Time of the Outage is entered

	Non-Reliability Resource
	A type of Resource that does not have a Reliability Must Run (RMR) or Black Start Contract with ERCOT

	OS Admin Role
	An ERCOT role in the Outage Scheduler, usually a Senior Outage Coordinator, with privileges to correct mistakes that are entered into the OS. OAR has all the ERCOT role privileges to OS, exclusive to both EOC and ESO

	Outage Category
	There are two Outage Categories: (1) Transmission and (2) Resources.

	Outage Group
	The binding of two or more Outages together so that the Outages share common Date/Time entries as well as note entries or changes

	Outage Request
	A proposed Outage submitted for scheduling by ERCOT. The proposed Outage needs to be Accepted or Approved (if not Rejected) once Received at ERCOT, except for Forced Outages that are always accepted by ERCOT.

	Outage Requestor
	A TSP or QSE

	Outage Status
	The various states of an Outage in the Outage Scheduler system are listed below. The state of an Outage defines the status of the Outage. The states are depicted graphically and described more comprehensively in the Outage State Transition Diagram in Appendix C:

· Entered – Not Yet Submitted
· Received at ERCOT
· Accepted
· Approved
· Canceled - Reasons for cancellation can be configured, the below list is given as an example:
· Canceled – Will Not Reschedule

· Canceled – Reschedule Within One Month

· Canceled – Reschedule Next Season

· Canceled – Reschedule, Date Unknown

· Canceled – Coordinating With ERCOT

· Canceled – ERROR
· Rejected
· Study
· Withdrawn
· Opportunity
· Active
· Extension
· Forced Extension
· Unavoidable Extension
· Pending
· Completed – Editable
· Completed – Not-Editable

	Outage Types
	For each Outage Category, there are several Outage Types.

For Resources the following Outage Types are available:

· Forced Outage
· Forced Extension
· Unavoidable Extension
· Maintenance

· Maintenance Level 1
· Maintenance Level 2
· Opportunity
· Maintenance Level 3
· Opportunity
· Planned
· Planned Outage Non-Reliability > 8 days
· Planned Outage Non-Reliability < 8days
· Opportunity
· Planned Outage Reliability
· Opportunity
For Transmission the following Outage Types are available:

· Forced Outage
· Forced Extension
· Unavoidable Extension
· Remedial Switching Action
· Maintenance
· Maintenance Level 1
· Maintenance Level 2
· Opportunity
· Maintenance Level 3
· Opportunity
· Planned Transmission Outage
· Opportunity
· Simple Transmission Outage

	Planned End Date/Time
	The Date and Time the Outage Requestor intends on ending the Outage

	Planned Start Date/Time
	The Date and Time the Outage Requestor intends on starting the Outage

	Reliability Resource
	A Resource that has ether a RMR contract or a Black Start Contract with ERCOT

	Remedial Switching Action
	Real-time or near real-time switching that will open or close a switching device to relieve or prevent a pre or post contingency violation

	Resource
	A term used to refer to both a Generation Resource and a Load Resource. Resource used by itself does not include a Non-Modeled Generator

	Resource Category
	Resource Outage Types available to the QSE, EOC, OAR, and ESO

	Scheduled Outage
	An Outage Request that has been Accepted or Approved by ERCOT

	Single Point of Contact
	All communications concerning an Outage must be between ERCOT and the designated “Single Point of Contact” for each TSP or QSE. The Single Point of Contact must be either a person or a position available seven days per week and 24 hours per day for each QSE and TSP

	Transmission Category
	Transmission Outage Types available to the TSP, EOC, OAR, and ESO

	Two-Hour Editing Rule/Window
	Actual End Date/Time may be edited within a two-hour window after the Actual End Date/Time has been entered

	Unavoidable Extension
	Unavoidable extensions may only be created for Accepted or Approved, Active Outages. If an Outage is not Accepted or Approved and Active, the option to create an extension is not possible. An Unavoidable Extension occurs when a Planned Outage is not completed within the original timeframe and the Outage Requestor submits the extension less than three days before the Planned End Date/Time. 


A.2 Acronyms

	CCB
	Change Control Board

	EOC
	ERCOT Outage Coordinator

	ESO 
	ERCOT System Operator

	HTML
	HyperText Markup Language

	HTTP
	HyperText Transfer Protocol

	HTTPS
	HTTP Secure

	IDA
	Integration Design Authority

	ISO
	Independent System Operator

	LDAP
	Lightweight Directory Access Protocol

	NOMCR
	Network Operations Model Change Request

	OAR
	OS Admin Role

	OR
	Outage Requestor

	OS
	Outage Scheduler (system)

	PKI
	Public Key Infrastructure

	RSA
	Remedial Switching Action

	XML
	eXtensible Markup Language


B. Outage Life-Cycle Matrix
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Figure 3: Outage Life-Cycle Matrix
C. Outage State Transitions
The various states for an Outage are described in Table 2 and illustrated in Figure 4.
Table 2: Outage State Description
	State
	Description

	Entered – Not Yet Submitted
	The Outage has been entered into the Outage Scheduler, but has not yet been submitted

	Received at ERCOT
	Outages that are not automatically Accepted are initially Received at ERCOT, before they transition into another state

	Accepted
	An Outage Request that has been scheduled – different from the Approved state - depending on the Outage Type (see the Life-Cycle Matrix in Appendix B)

	Approved
	A Outage Request that has been scheduled - different from the Accepted state - depending on the Outage Type (see the Life-Cycle Matrix in Appendix B)

	Canceled
	An Outage that has been Canceled. - Reasons for cancellation can be configured, the list below is given as an example:  
· Cancel – ERROR (by ERCOT Outage Coordinator)
· Cancel – Coordinating with ERCOT (by Outage Requestor)
· Cancel – Reschedule date unknown (by Outage Requestor)
· Cancel – Reschedule within next season (by Outage Requestor)
· Cancel – Reschedule within 1 month (by Outage Requestor)
· Cancel – Will not reschedule(by Outage Requestor)

	Rejected
	An Outage Request that has been Rejected

	Study
	An Outage Request that has been assigned the Study status. Once in the Study state, the Outage is locked for any editing by the Outage Requestor

	Withdrawn
	An Outage can be withdrawn by ERCOT at any time before it has a status of Completed, thus until End Date/Time has been entered

	Active
	An Active Outage has Planned or Actual Start Date/Time of today or earlier and no Actual End Date/Time value yet

	Opportunity
	Resource Opportunity Outage is the opportunity to move forward a Resource Planned Outage that would otherwise occur within 8 days, but may instead occur in conjunction with an immediate Forced Outage on that same Resource.

Transmission Opportunity Outage (TOO) is a two-stage process. The first stage involves reserving the right to take a TOO within the next 90 days conditioned on a designated Resource Outage. The second stage involves the actual submission of the TOO once the actual conditions have been met. 

Opportunity Outage is a special category of Planned Outage.

	Extension
	An extension to the Planned End Date/Time of an Outage.. There are two types of Outage Extensions depending on the Outage Type:

· Forced Extension for Forced Outages

· Unavoidable Extension for Planned and Maintenance Level 1-3 Outages

An Outage Extension is a type of Forced Outage
· 
· 

	Pending
	A Forced Outage is “pending” when the Actual End Date/Time is entered without Supporting Information

	Completed – Editable
	The Two-Hour Editing Window/Rule applies

	Completed – Not-Editable
	The final stage of an Outage. Once in this state editing of the Outage is no long possible
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Figure 4: Outage State Transition Diagram
D. Configurable Rules
This section describes the types of rules that shall be configurable in the Outage Scheduler system using a rules engine or other methods of validation. It should be noted that while the actual implementation shall follow the specified requirements as a guideline, there could be cases where some rules are not implemented in the rules engine to conform to generic rules engine capabilities, to avoid complexity of the implementation, and/or to address higher priority design criteria.

D.1 User Role Rules
The notion of users and roles will be reflected within the whole Outage Scheduler system. Typically, role configuration is not done in the rules engine. Users and roles will be set up and configured in the Directory Server using Lightweight Directory Access Protocol (LDAP). Any user and role issues not settled through LDAP will be passed on to the rules engine.
Examples of such rule sets include:
· ERCOT Outage Coordinator

· ERCOT System Operator

· OS Admin Role
· TSP

· QSE

· Operations Support

D.2 Validation Rules for Submitting Outages
Examples of such rule sets include:
· Required Fields

· Existing Outage – no Outage overlap exists on a Transmission Element

· Transmission Element in/out-service Date/Time
For the “Required Fields”, the Outage Scheduler provides three methods for Outage Submission: (1) A User Interface and (2) An XML-file upload interface, and (3) A Web Service Interface. All three methods provide configurable validation of submitted data including Required Fields and their contents. The validation is through an XML-schema validation method where fields are defined as optional or required.
For an “Existing Outage”, the verification that a new Outage does not overlap with existing Outages of the same Transmission Element is an inherent part of Outage Scheduler functionality and is performed by invoking a general purpose utility function for checking overlaps of a given set of transaction periods.
For “Transmission Element in/out-service Date/Time”, when a new Outage has been submitted, the validation should confirm that the Transmission Element is available during the time frame the Outage is requested, by comparing with NMMS imported information. The validation should also include the station/company/nodes verification.
D.3 Submittal Time Line Rules
Examples of such rule sets include:

· Date/Time Entry Rules

· Planned Start Date/Time (e.g., a Planned Transmission Outage must be submitted greater than or equal to three days from the current date)
· Earliest Start Date/Time

· Planned End Date/Time

· Latest End Date/Time

· Actual Start Date/Time  (e.g., a Planned Transmission Outage Actual Start Date/Time must be less than or equal to current time and after the Outage has been Approved)
· Actual End Date/Time

The above rules are configured using different validation methods as they are of different nature. Some of these rules are integral part of the User Interface (e.g., requirement for entering the Actual Start Date/Time of an Outage before entering its Actual End Date/Time) while other rules are more amenable to implementation in a rules engine. Examples of rules that are easily configurable within a rules engine are:

· A Planned Transmission Outage must be submitted greater than or equal to 3 days from the current date. The number of days can be configured to any value within an acceptable range for this specific rule (e.g., from 3 to 4 days).

· A Planned Transmission Outage Actual Start Date/Time must be less than or equal to current time and after the Outage has been Approved. The reference date/time can be any reasonable value.
D.4 Outage Editing Rules
These rules address “who”, “what” and “when” aspects of editing an Outage. Examples of such rule sets include:

· Who can edit an Outage, what can be edited ,and when can editing be made (e.g., once an Outage has been Approved the Outage Requestor cannot move the Start or End Date/Time to prolong the Outage duration)
“Who can edit an Outage” is part of managing users, their roles, and privileges. This is done using a Directory Server/LDAP as described in section D.1 earlier.

“What can be edited” is part of the rules that govern Outage Submission. This is an integral part of the XML schema definition and validation.

“When an authorized person can edit an Outage” is managed through the category of rules that are defined in the rules engine.

D.5 State/Status Rules
The rules applicable to a defined state transition are usually configured in the rules engine.

Examples of such rule sets include:

· Rules where status transitions take place (e.g.,  ERCOT changing a status from Study to Accepted or Rejected)
D.6 Outage Extension Rules
Examples of such rule sets include:

· Forced Extension
· Unavoidable Extension

The respective rules are configurable. An example of such a rule is Unavoidable Extension can be requested less than 3 days from the Planned End Date/Time. The number of days can be configured to any value within an acceptable range for this specific rule (e.g., from 3 to 4 days).

D.7 Outage ID and Version Tracking Rules

Definitions need to be established in order to better define what the subject “rules” are for this category.

D.8 User Preferences Rules

User preferences are configurable through the User Interface.
E. Outage Submission and Approval Requirements and Guidelines
Table 3: Outage Submission and Approval Requirements and Guidelines
	Outage Type
	Submission
	Approval/Acceptance/Rejection*

	Transmission Planned
	3 days prior to Planned Start Date/Time
	By 6 pm 2 days prior to Planned Start Date/Time

	
	3-8 days prior to Planned Start Date/Time
	By 6 pm 3 days prior to Planned Start Date/Time

	
	9-45 days prior to Planned Start Date/Time
	Within 4 days prior to Planned Start Date/Time

	
	46-90 days prior to Planned Start Date/Time
	Within 40 days prior to Planned Start Date/Time

	
	More than 90 days prior to Planned Start Date/Time
	Within 75 days prior to Planned Start Date/Time

	Transmission Opportunity
	1- The right to take a TOO: Planned Start Date/Time to occur within 90 days

2- The actual TOO submission: Same rules as for Transmission Planned Outage
	Same rules as for Transmission Planned Outage

	Transmission and Resource Forced
	After Actual Start Date/Time, but no later than 2 am the day after the Forced Outage occurred
	Immediate – ERCOT must always Accept (i.e., the Outage Scheduler assigns a default Accept status when Received at ERCOT)

	Transmission Remedial Switching Action
	No more than two days prior to the Planned Start Date/Time
	As soon as practicable but before the Planned Start Date/Time

	Transmission Maintenance Level 1
	Within 24 hours prior to Planned Start Date/Time
	Within 2 hours after Received at ERCOT – ERCOT must always Accept

	Transmission Maintenance Level 2
	2-7 days prior to Planned Start Date/Time
	Within 2 days prior to Planned Start Date/Time

	Transmission Maintenance Level 3
	8-30 days prior to Planned Start Date/Time
	Within 3 days prior to Planned Start Date/Time

	Transmission Simple
	1-2 days prior to Planned Start Date/Time
	Within 8 business hours after Received at ERCOT

	Non Reliability Resource Maintenance Level 1
	Within 24 hours prior to Planned Start Date/Time
	Within 2 hours after Received at ERCOT – ERCOT must Accept

	Reliability Resource Maintenance Level 1
	Within 24 hours prior to Planned Start Date/Time
	Within 2 hours after Received at ERCOT – ERCOT must Accept

	Non Reliability Resource Maintenance Level 2
	Within 2-7 days prior to Planned Start Date/Time
	ERCOT must Accept

	Reliability Resource Maintenance Level 2
	Within 2-7 days prior to Planned Start Date/Time
	Within 2 days prior to Planned Start Date/Time

	Non Reliability Resource Maintenance Level 3
	Within 8-30 days prior to Planned Start Date/Time
	ERCOT must Accept

	Reliability Resource Maintenance Level 3
	Within 8-30 days prior to Planned Start Date/Time
	Within 4 days prior to Planned Start Date/Time

	Reliability Resource
	3-8 days prior to Planned Start Date/Time
	Within 12 am 2 days prior to Planned Start Date/Time

	
	9-30 days prior to Planned Start Date/Time
	4 days prior to Planned Start Date/Time

	
	30-45 days prior to Planned Start Date/Time
	15 days prior to Planned Start Date/Time

	
	More than 45 days prior to Planned Start Date/Time
	30 days prior to Planned Start Date/Time

	Non Reliability Resource
	1-2 days prior to Planned Start Date/Time
	Within 8 business hours after Received at ERCOT

	
	3-8 days prior to Planned Start Date/Time
	Within 6 pm 2 days prior to Planned Start Date/Time

	
	More than 8 days prior to Planned Start Date/Time
	Immediate – ERCOT must always Accept (i.e., the Outage Scheduler assigns a default Accept status when Received at ERCOT)

	Resource Opportunity
	1-8 days prior to Planned Start Date/Time
	ERCOT will Approve as soon as possible after coordinating with all parties involved (i.e., the QSE and potentially TSPs) and evaluating reliability issues

	
	
	

	
	
	


* Approval/Acceptance/Rejection requirements are not absolute or determinate, they function more like guidelines, unless otherwise specified.
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