
	ERCOT Retail Client Services 

	Event Description: TDTWG Meeting
	Date: 7/27/2006
	Completed by: Tracy Richter

	Attendees: Debbie McKeever, Suzanne Turk, Susan Neel, Annette Morton, William Bell, Jesse Cline, Tracy Richter, Clay Katskee, Aaron Smallwood, Shan Harder via phone


	Summary of Event:

	Introductions, Review of Agenda, Review of Antitrust Statement: Debbie McKeever (10:00)
· Debbie reviewed agenda, antitrust statement, introductions of attendees
TSW including NAESB enhancements (10:10)

· Clay Katskee reviewed presentation.  
· Changes, as requested, were implemented in May and it is being used for the current flight.  
· It is no longer called TCW – now called Connectivity Profile (CP).  The Testing Signoff Worksheet (TSW) is now called Testing Worksheet.
PR-60006 (SCR745) – Status Update (10:30)
· Clay Katskee reviewed presentation

· Currently in execution phase

· Planned to be implemented in itest 8/29/06 with Go Live for paperfree 10/1 and NAESB 10/8
· Working now on finalizing vendor contracts and initiating hardware procurement

· Vendor to be announced once contract is signed per Clay

· Debbie stated to make sure what is being implemented is what was approved by the market and if different – need to know how different – was expecting 4 servers – clay explained 

SCR748 – Status Update (outage website) (11:00)
· Clay Katskee reviewed presentation
· PRS voted to recommend with Rank 3 and Priority 2-High

· TAC voted to recommend to board – will go to BOD 8/15/06 for vote

· Will add functionality to the ERCOT website for outage notifications (planned outages, log of outages)
· COPMGRR002 was originally thought to have faster implementation and it was initially thought that no cost would be associated but as turns out, there is a large cost.  The only thing it has in common with SCR748 if the log which should help to identify areas of concern.

Service Oriented Architecture Project Update (SOA)  (11:30)

· Clay Katskee reviewed presentation

· RBP project is to replace SeeBeyond

· Per Clay – the project is going smoothly.  It is expected to go to itest 8/3/06.  It will be in testing for 3 months.  All coding is expected to be completed by tomorrow.  Production Migration is expected to be 11/4/06 and Go Live 11/6/06.  Project closing is 12/27/06 which allows a couple of weeks for shakeout.  

· All test scripts reviewed by business ~ 400 business processes.  Now working on pre-migration activities.  Data conversion expected to take quite some time due to the number of transactions.  It will be done on the weekends so that current production processing is not impacted.  
· Debbie asked how the decision was made as to what validation to put in Siebel and what to leave in TIBCO.  Clay responded that not all processing goes thru Siebel therefore some will be retained by TIBCO.

· Debbie stated that a more depth overview is needed for RMS.  Clay indicated that an update to RMS is to be provided in August so that technical impacts are known to all.

 RMS Leadership Meeting Update (11:45)
· Debbie provided an update from the RMS Leadership meeting and stated that TDTWG needs to be more aggressive in pursuing information to be better able to support ERCOT initiatives.  The group will start going through the project list to identify ERCOT system enhancements that benefit the market.
· Clay suggested the use of a template to gather information needed on each project such as “What is the benefit? “Why is the project being done?”, “From a MP standpoint, is it managing risk and what will it improve for the market?”

· Shannon Bowling suggested that the TDTWG name be updated and update our scope to better reflect what we are actually doing.  
Lunch – 12:00
Centerpoint Outage – (1:00)
· Susan Neel discussed the CNP NAESB issues that occurred.  The NAESB server crashed and they were able to go to the backup server and be up and processing by 5:00 that day.  The total outage time was approximately 3 hours.  Since this outage, they have been analyzing what should be done to get a better handle on this type of issue.  They plan to go to a clustered environment soon.  At a later date, they will add more redundancy servers and will probably have a weekend outage.

· 814_03 issue – determined that it was both a Cr and ERCOT issue.  
ERCOT Processing of 867_03s (not updating Siebel) (1:30)
· Christian Lane covered issues from 5/24/06 – 7/27/06
· Christian provided information regarding the 867 processing issue.  See presentation.

· Susan Neel asked about the 814 retry queue (mvi’s and mvo’s) issue - was it a component similar to 867?  Christian’s response was that no, it was a different component.  ERCOT has added to a list of components that are cycled to prevent the same issue in the future. 
Recent ERCOT system outages – ( 2:00)
· Christian Lane reviewed the presentation which included a summary of outages (planned and unplanned) and service availability.  See presentation.
· Regarding the 7/11 NAESB outage – ERCOT is still working to determine why the directories went away. 
· Annette Morton mentioned that for some of the unplanned outages, a resolution was provided and on the last 2 showed that investigation is still under way and suggested that we review those from the previous month’s meeting that had no resolution at the time.  Debbie asked that an update be provided at the next meeting on the 7/11 and 7/21 outages.
· Debbie mentioned that not all ERCOT outages are being addressed such as 5/25-Retail Transaction Processing degradation, and the TML degradation.  Christian Lane responded that he understood the scope was retail specific ‘outages’.  For the next meeting, Debbie will look thru notices but feels that degradation for retail should be discussed as well to this group.  
· Annette Morton mentioned the possibility of adding another category for the degradations.  

· Christian Lane to add footnotes to the Service Availability chart to better explain.
NAESB Update ( 2:30)
· Jesse Cline brought up a concern he has regarding connectivity testing – point to point test.  TTPT wants to remove the step that the NAESB response should be sent during flight connectivity testing.  He indicated that entities need to be able to produce this in the production environment and suggested that the script be followed as is.  Debbie stated that testing should mimic production and be comprehensive.  Sherri Slagowski was contacted and joined the call to get her take on it.  After discussion, it was decided that Sherri would work with Clay to get list of reasons why it makes sense to leave scripts as they are and she will take to the August TTPT meeting.

· Sherri mentioned that con 57 and con 58 scripts were posted.  Clay will review and will get with Sherri.  API functionality will be focused on when doing the 4 API scripts.  

Determine next meeting date (2:45)
· Next meeting will be on August 16, 2006.
Adjourn - Debbie McKeever (3:00)


	Action Items / Next Steps:

	PR-60006 (SCR745) Aaron Smallwood to pull info exactly as presented to board to ensure that what is being done is the same.  This will be reviewed at the next meeting and any differences will be identified.

Debbie asked that ERCOT communicate what can be communicated on all projects.  Most changes in a project cost MPs and better communication would allow for better planning as well as identifying the benefits of monthly releases.  This would also be included in our minutes so that Debbie is better able to explain as a market rep for the group.  
Group to re-review unplanned outages from 7/11 and 7/21 for explanation of resolution and how it was/will be resolved.
Sherri asked that con 57 and con 58 scripts be reviewed.  Clay to talk to development team on what’s possible and not possible and then come back and say yea/nah to these scripts and work with Sherri. The connectivity scripts need to be reviewed prior to Monday’s MarkeTrak call.  Clay to review them and work with Sherri.  Debbie asked that Sherri send invites to inform group of what will be discussed.  

Shannon Bowling suggested that the TDTWG name be updated and possibly update our scope to better reflect what we are actually doing.  



	Hot topics or ‘At Risk’ Items:

	












































