
	ERCOT Retail Client Services

	Event Description: TDTWG Meeting
	Date: 10/05/06
	Completed by: Tracy Richter

	Attendees: Debbie McKeever, Tracy Richter, Christian Brennan, Dave Farley, Clay Katskee, Duncan Sawyer, Annette Morton, Susan Turk, Chris Guillermo, Chuck Moore, Lisa Petoskey, Adam Martinez, Jeff Maddix, Ryan Breed,  Shan Harter, Jim Buccigras, Judy Briscoe, Zack Collard, Ryan Goldman, Johnny Robertson, Hope Parrish, Michael Stanely, Sreeni Yedavalli

	Summary of Event:

	1. Introductions, Review of Agenda, Review of Antitrust Statement:  Debbie McKeever (10:00)
· Introduction of attendees, Debbie reviewed agenda and antitrust statement
2. ERCOT System Instances (Outages and Failures):  Christian Brennan (10:15)
· At the request of RMS in August, TDTWG was asked to look at all outages (the entire universe).  Debbie met with Christian Brennan regarding a format change and requested that every instance and outages be included.  Christian Brennan reviewed the TDTWG - ERCOT Issue Log for the time period of July 26, 2006 through October 3, 2006.  Christian went over the spreadsheet in detail line item by line item from oldest to most recent with each line item being discussed.  TDTWG notes were added to some line items for follow-up. 

a. Debbie asked that for column “Identification Method”, when mentioning ‘monitoring’ it should be noted whether that monitoring is manual or automated.  

b. For the issue on line item 23 (814 and 867 transactions duplicated) – Christian indicated that ERCOT was working with SME’s including IBM on the cause.  The group should be updated once analysis is done.  Debbie requested that a TDTWG conference call be held once ERCOT has received answers to the analysis.
c. Hawk monitoring was discussed.  This was recently implemented and should now be fully monitoring the extracts and reports.  

d. Debbie indicated that additional discussion is needed regarding the 814_20 backlog.  ERCOT should look at processing a higher volume (faster).  If there is still a backlog at the next TDTWG meeting, TDTWG will write a SCR to speed up 814_20 processing.  After all associated projects are implemented, post monitoring should be done and conclude that processing is quicker and if not, should take another look at ERCOT systems processing the data immediately.  There were discussions about adding an additional pipe to handle the 814_20s, these 814_20 maintains should route differently, ERCOT come up with a way to manage the 814_20s based on priority.  ERCOT is looking and part of the RBP architecture is to increase.  Now is the time to find solution per Debbie.  814_20 processing needs to be able to process more than is currently processing.

e. Zack Collard indicated that Centerpoint began sending additional 814_20s in the past couple of days to change cycles outside of annual validation.

· Debbie assigned an action item to Christian Brennan to get with ERCOT security to determine if the information included in the issue log spreadsheet is safe to post on ERCOT.com, can it be emailed out with meeting notes, or only discussed at the TDTWG meeting.
· The Service Availability slide was reviewed and discussed.  It included current service availability for each month and year to date.  Christian Brennan went over slide deck in detail.  A review of all numbers will be done to ensure accuracy.  It was noted that it should be made clear that there are systems in scope for the SLA.
· It was mentioned that the templates are liked.  Annette Morton said that the service availability should indicate target so it’s known in comparison to percent availability.
· Debbie said that we should all work together to find technical resolution to issues such as NAESB, etc.  
3. TDSP notification procedures in the event of a system outage:  Debbie McKeever (11:00)
· Centerpoint – Zack Collard indicated that CNP had an outage.  They were attacked by a virus which was introduced by a laptop connected to the network.  Procedures were in place but were just not being followed.  A question was raised about how the market was notified.  Zack noted that not everyone associated was notified.  The MP that was concerned was not in the notice database and the individual that sent the notice didn’t copy the RMS list serve which is part of the normal procedure but was overlooked.  Policy is to notify as many people as possible.  Zack indicated to send him an email to ensure your name is on list.  All of RMS will be notified if a major outage.
· TXUED – Debbie McKeever brought up that last weekend TXUED network folks indicated that they would be making network modifications.  As it turned out, a new IP address was added to the system therefore all MPs looking at certain IP addresses to go thru their firewalls were rejecting due to IP address.  There were 2 IP address changes made by Lucent Technologies.  TXUED is currently working on lessons learned including a distribution list to notify the Market. They currently notify through relations and primary connectivity contacts.
· AEP incurred an outbound slowdown and did notify ERCOT and their MPs.  
4. ERCOT Security Presentation for supporting data transport for customer information according to POLR rule/Disposition of ERCOT FTP:  Ryan Breed (11:10)
· Ryan Breed went over the presentation.  Transport from the CR to ERCOT and ERCOT to the POLR is the concern.  
· TDTWG prepared a slide deck with comments/technical criteria around the 3 options (NAESB, SFTP, CD/DVD ROM).  It was noted that TDTWG did not endorse any one option.  Debbie sent a DRAFT to the TDTWG group.  Adam will include the slide deck in the meeting material at the next RMS meeting.
5. LUNCH (12:00) – dismissed for lunch at 12:15
6. Service Oriented Architecture Project Update:  Hope Parrish (1:00) – 1:15
· Hope Parrish, Michael Stanley, and Sreeni Yedavalli called in for this agenda item.

· PR50121_07 RBP - Hope went over slide presentation.  Ptest is well under way this week per Michael Stanley.  Official performance runs will start next week.  
· Debbie asked how doing on budget – Hope stated actually forecasting under budget at this time.  Have had some delays in testing due to environment issues but the test team and operations team have been working diligently and are still on track.  
· Susan asked if there were any showstoppers for TIBCO.  Michael Stanley responded that there were not.
· Debbie indicated that she was expecting to see test data included in today’s presentation to allow TDTWG to watch in post production to see if same issues occur.  A summary of testing, volume testing, and performance was requested for the next TDTWG meeting.    
· Debbie thanked Hope, Michael and Sreeni.  Look forward to the next review.
7. Determine next meeting date: Debbie McKeever (2:45)
· The next meeting has been scheduled for Wednesday, November 15.
8. Adjourn:  Debbie McKeever (3:00)
· The meeting was adjourned at 2:55

	Action Items / Next Steps:

	1. Debbie assigned an action item to Christian Brennan to get with ERCOT security to determine if the information included on the TDTWG - ERCOT Issue Log is safe to post on ERCOT.com, can it be emailed out with meeting notes, or only discuss at the TDTWG meeting.  
2. In regards to recurring ‘duplicate’ issues and the analysis being performed, Debbie requested that a conference call be held so that Christian Brennan can update the group with the outcome of the analysis.

3. Debbie asked Hope that for the next TDTWG update on the Service Oriented Architecture Project, a summary of testing, volume testing, and performance be provided.  
4. Items for next meeting:

· Nodal – retail/billing settlement - Raj Chudgar, project manager, will attend and brief TDTWG on what the will project do, how will it impact retail, etc.
· Notifications of TDSP outages

· Update from IBM analysis (see #2 above for action item)

	Hot topics or ‘At Risk’ Items:  none












































