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Requirements Specification
This Requirements Document is Subordinate To and Compliant with the Texas Nodal Protocols Effective May 2006. 

1. Introduction

The requirements for Texas Nodal market implementation are described in the Texas Nodal Protocols.  This document focuses on elaborating the requirements for the Energy Management System.

This Requirements Specification is a part of the complete set of specification documents for the Texas Nodal market implementation.  For implementation purposes the Texas Nodal market functions are categorized into multiple systems based on clear distinction in functionality.  The Energy Management System is one of these systems.

The EMS requirements are described in this document; supplemented by the following Requirements Specifications:
1. Texas Nodal EMS Data Model Requirements Specification

2. Texas Nodal EMS SCADA Requirements Specification

3. Texas Nodal EMS Dynamic Ratings Requirements Specification

4. Texas Nodal EMS Forced Outage Detection Requirements Specification

5. Texas Nodal EMS Generation Sub-system Requirements Specification

6. Texas Nodal EMS Load Forecasting Requirements Specification

7. Texas Nodal EMS Wind Power Forecasting Requirements Specification

8. Texas Nodal EMS State Estimator Requirements Specification

9. Texas Nodal EMS Network Security and Stability Analysis Requirements Specification

10. Texas Nodal EMS Voltage Support Requirements Specification

11. Texas Nodal EMS Outage Evaluation Requirements Specification

The definitions and acronyms from Section 2 of the Nodal Protocols are used in all the EMS requirements documents as applicable.  Any additional definitions and acronyms are defined at the end of this document as needed.
1.1 Purpose

The primary purpose of this requirements specification document is to describe the external behavior of the Energy Management System.  It also describes nonfunctional requirements, design constraints, and other factors necessary to provide a complete and comprehensive description of the requirements necessary to design and develop the corresponding software systems.
1.2 Objectives

The objectives of these requirements specification is are to:

· Specify mutually exclusive and collectively exhaustive set of requirements for Energy Management System
· Ensure that requirements are in compliance with the Nodal Protocols

· Ensure that requirements are traceable to Nodal Protocols, NERC, FERC and any other applicable standards
1.3 Scope

The scope of this document is to elicit requirements for Energy Management System to be in compliance with the Nodal Protocols published in May 2006, NERC, FERC and PUCT guidelines.  However, elaborating requirements that would change the intent of the protocols or proposing a design for the system is outside the scope of this document.  To ensure compliance the designers and developers of the systems are required to read and understand the Nodal Protocols.

Any scope changes to this requirements specification due to alternate design proposals must be driven by Nodal Protocol Revision Request (NPRR) and channeled through Nodal Change Control Board (CCB).  Any scope changes to this requirements specification due to further elaboration, while still being in compliance with Nodal Protocols, must be channeled through Nodal CCB.

1.4 Traceability

All Energy Management System requirements are traceable to at least one of the following governing documents: Nodal Protocols, NERC standards, FERC guidelines, and PUCT documents.
These requirements are based off of May 2006 version Nodal Protocols.

2. Energy Management System
The Texas Nodal market consists of the following major systems:
· Energy Management System (EMS)

· Market Management System (MMS)

· Congestion Revenue Rights System (CRR)

· Network Model Management System (NMMS)

· Commercial Systems (CS)
The primary purpose of the Energy Management System is to monitor, control, and analyze the power grid from a security perspective.  Furthermore the EMS functions aid the Market Management System in Real-Time and Day-Ahead Market analysis, and provide data to the Commercial Operations Systems for market settlement purposes.  The EMS functions depend on the Network Model Management Systems for data models.  These interactions are further defined in the EMS Requirement Specification documents listed in Section 1 of this document.
This section describes the proposed scope of the EMS, and how it integrates with the rest of the Texas Nodal systems.

2.1 EMS Scope

The scope of EMS is described using a block diagram of various functions with in the EMS and description of the processes conducted within the EMS, as they relate to the Texas Nodal market.

2.1.1 EMS Functional Diagram
The diagram in Figure 1: EMS Functional Diagram depicts various functions with in the EMS.  The scope of EMS is highlighted, and the sub-systems with in EMS and the data interfaces to the external systems are identified.  The color convention used in the functional diagram is described in legend at the bottom of the diagram.  The processes, sub-systems, and the function with-in the sub-systems are described in the following sub-section.  The concept of a sub-system is a way to group functions to address specific needs, and not intended to change any processes proposed by the Nodal Protocols.  Sincere efforts are made to match the process and function names to the names specified in the Nodal Protocols.
The functional diagram in its original format (on an 11x17 page) is attached below, for better quality:
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Figure 1: EMS Functional Diagram
2.1.2 Description of EMS Functions

The processes conducted with in the EMS can be classified into four major activities described in the Texas Nodal Protocols:
· Management Activities for the ERCOT System

· Day-Ahead Operations
· Security Sequence of Reliability Unit Commitment 
· Real-Time Operations

2.1.2.1 EMS Processes to Address Management Activities for the ERCOT System
The EMS processes that address Management Activities for the ERCOT System span from Operating Day to one year.  The following are the processes, sub-systems, and function within the sub-systems, in EMS that address the Management Activities:

A. Outage Coordination – EMS addresses the tools required for the evaluation of Transmission and Generation Facilities outages.  The Outage Evaluation sub-system within EMS will provide necessary tools to the ERCOT outage coordinators to analyze system security, and cost impacts under outage conditions.  The requirements for Outage Evaluation sub-system are specified in the Texas Nodal EMS Outage Evaluation Requirements Specification document.  The functions with in Outage Evaluation sub-system are described below:
i. Projected Gen Plan – This function determines the base generation plan to match the forecasted load and the network conditions.  A Priority List unit commitment is performed to achieve this.  
ii. Study Network Analysis – Study network analysis function includes power flow and contingency analysis tools, and will be used to analyze the power system under base conditions as well as contingency conditions.  Base conditions are established using the Load Forecast, generation plan, outages, Dynamic Ratings, and Network Operations Model for the study time.
iii. Feasible Gen Plan – This function adjusts the generation plan to minimize the transmission network thermal overloads.  If there exist some overloads under outage conditions then this tool will be used to adjust the generation plan, and the study network analysis is repeated with the adjusted generation plan.
iv. Outage Sensitivity Calculations – This function calculates the sensitivity of outage to the thermal overloads.  If there are overloads that can not be resolved by adjusting generation plan this tool will be triggered to analyze the impact of each outage on the remaining overloads.  This information will help ERCOT outage coordinator make appropriate decisions in approving outages.
B. Load Forecasting – EMS addresses the entire load forecasting requirements.  The load forecasting sub-system within EMS will provide tools to forecast mid-term load forecast, and long term load forecast.  The load forecast data is provided to functions within EMS and MMS.  The requirements for Load Forecasting sub-system are specified in the Texas Nodal EMS Load Forecasting Requirements Specification document.  The functions with in Load Forecasting sub-system are described below:
i. Mid-Term Load Forecasting (MTLF) – This function forecasts hourly load for the next eight days.
ii. Long-Term Load Forecasting – This function forecasts daily maximum and minimum load for the next 365 days.
C. Network Operations Modeling and Telemetry
i. EMS models – This function imports Network Operations Models, Telemetry and ICCP models, contingency definition models, special protection and remedial action models, dynamic ratings models, and network diagrams from NMMS and imports them into the appropriate EMS functions.  The requirements for EMS models are described in Texas Nodal EMS Data Model Requirements Specification document.
ii. Study Mode State Estimator – This function allows ERCOT operators and analyst to troubleshoot and tune the real-time State Estimator.  The requirements for study mode SE are described in Texas Nodal EMS State Estimator Requirements Specification document.
D. Voltage Support

i. Voltage Set Points – This function provides tool for ERCOT to set voltage set points for all Electrical Buses and recommend control actions to manage voltage requirements.  The requirements for voltage support functions are described in Texas Nodal EMS Voltage Support Requirements Specification document.
2.1.2.2 EMS Processes in Day-Ahead Operations

A. Wind-Powered Generation Resource Production Potential 
i. RPP – This function includes a Wind Power Forecasting service and a set of interfaces to exchange data with the service provider.  Collectively the WGRPP is created and communicated to the QSEs via MIS. LTWPF is used in Outage Evaluation and other future security and stability studies.
B. Posting Forecasted ERCOT System Conditions – EMS provides the relevant information to MIS for posting.  MIS will handle the actual posting requirements.  These requirements are covered in various EMS requirements documents based on the scope of each individual document.
2.1.2.3 EMS Processes in Security Sequence of RUC

A. Security Sequence – EMS provides some of the functions required in the Security Sequence of RUC.  The Network Security Analysis execute in the RUC Security Sequence is not in scope for EMS.  The MMS will execute a Network Security Analysis to generate the thermal constraints.  EMS provides some inputs, and generic constraints to address voltage stability issues.
i. SCADA – Current breaker and switch statuses used in HRUC will be provided by the SCADA function.  These requirements are covered by Texas Nodal EMS SCADA Requirements Specification document.
ii. Load Forecast – Forecasted system demand used in DRUC and HRUC processes is provided by the MTLF function.  The requirements for Load Forecasting sub-system are specified in the Texas Nodal EMS Load Forecasting Requirements Specification document.
iii. Dynamic Ratings – Dynamic rating for RUC study period will be provided by EMS dynamic ratings processor.  This processor obtains forecasted weather data from ERCOT designated weather service provider to calculated future dynamic ratings.  These requirements are specified in the Texas Nodal EMS Dynamic Ratings Requirements Specification document.
iv. Study Network Analysis – The study network analysis is used to analyze future scenarios to convert Voltage limit constraints into MW flow based constraints for RUC.  These requirements are specified in the Texas Nodal EMS Network Security and Stability Analysis Requirements Specification document.
v. Voltage Stability Analysis – This function analyzes bulk power transfer scenarios to detect voltage stability problems.  Any resulting stability limits on the power transfer will be converted to MW flow based constraints for RUC.  These requirements are specified in the Texas Nodal EMS Network Security and Stability Analysis Requirements Specification document.
vi. Look-Ahead Transmission Constraint Management – This function presents all the MW flow based constraints based on future studies, to the operator to activate as RUC generic constraints.  These requirements are specified in the Texas Nodal EMS Network Security and Stability Analysis Requirements Specification document.
2.1.2.4 EMS Processes in Real-Time Operations

A. Real-Time Energy Operations

i. ICCP – This function interfaces with TSP and QSE ICCP systems, receives real-time telemetered data, and sends dispatch instructions and other data to QSEs.  These requirements are covered by Texas Nodal EMS SCADA Requirements Specification document.
ii. SCADA – This function processes telemetered data, monitors the data against the limits and issues alarms as required.  These requirements are covered by Texas Nodal EMS SCADA Requirements Specification document.
iii. Forced Outage Detector – This function processes breaker and switch statuses, determines Transmission Element statuses, and detects if they are forced outages.  These requirements are covered by Texas Nodal EMS Forced Outage Detection Requirements Specification document.
iv. Alarming – The alarm function handles SCADA alarms as well as alarms from other EMS functions.

v. Resource Limit Calculator – The Resource Limit Calculator calculates Resource limits that are used as inputs for both LFC and SCED.  These requirements are specified in the Texas Nodal EMS Generation Sub-system Requirements Specification document.
vi. Ancillary Services Capacity Monitor – The Ancillary Services Capacity Monitor reports available capacity from system Resources to provide the ancillary services of Regulation, Responsive Reserve, and Non-Spinning Reserve.  These requirements are specified in the Texas Nodal EMS Generation Sub-system Requirements Specification document.
vii. Load Frequency Control – The primary purpose of Load Frequency Control is to maintain a desired system frequency by deploying Ancillary Services. LFC uses the Supervisory Control and Data Acquisition (SCADA) Subsystem of the EMS to interface with the QSEs that, in turn, interface to individual Generation and Load Resources. LFC is also responsible for transmitting the Base Points and LMPs calculated by the Security Constrained Economic Dispatch (SCED) process.  These requirements are specified in the Texas Nodal EMS Generation Sub-system Requirements Specification document.
B. Real-Time Security Sequence

i. Network Topology Builder – This function updates Network Operations Model with the telemetered breaker and switch statuses to build real-time network topology used in State Estimator.  These requirements are specified in the Texas Nodal EMS State Estimator Requirements Specification document.
ii. Bus Load Forecast – This function determines non-telemetered load MWs using adapted load schedules and telemetered load MWs.  These requirements are specified in the Texas Nodal EMS State Estimator Requirements Specification document.
iii. State Estimator – The state estimator function uses the updated Network Operations Model, Bus Load Forecast, telemetered flow information, and estimates the voltages and angles of all buses.  These voltages and angles are used to compute the flow information on all Transmission Elements.  The output is a real-time model of the power system and will be provided to Network Security Analysis.  These requirements are specified in the Texas Nodal EMS State Estimator Requirements Specification document.
iv. Topology Consistency Analyzer – This function identifies possible erroneous breaker and switch status using redundant telemetry information.  These requirements are specified in the Texas Nodal EMS State Estimator Requirements Specification document.
v. Dynamic Ratings – The dynamic ratings function processes telemetered MVA ratings, Ampere ratings and Weather Zone temperature and provides ratings to the rest of the Real Time Sequence.  These requirements are specified in the Texas Nodal EMS Dynamic Ratings Requirements Specification document.
vi. Network Security Analysis – Analyzes all the active contingencies and detects Electric Bus voltage limit violations and Transmission Element thermal (MVA) overloads.  Analysis includes simulation of RAPs and SPSs to check if overloads can be addressed by implementing the RAPs or SPSs in the field.  These requirements are specified in the Texas Nodal EMS Network Security and Stability Analysis Requirements Specification document.
vii. Voltage Stability Analysis – This function analyzes certain bulk power transfer scenarios to detect voltage stability problems.  Any resulting stability limits on the power transfer will be converted to MW flow based constraints.  These requirements are specified in the Texas Nodal EMS Network Security and Stability Analysis Requirements Specification document.
viii. Transient Stability Analysis – This function performs transient stability analysis and provides MW flow based constraints to Transmission Constraint Manager.  These requirements are specified in the Texas Nodal EMS Network Security and Stability Analysis Requirements Specification document.
ix. Real-time Transmission Constraint Management – Network Security Analysis, Voltage Stability Analysis, and Transient Stability Analysis provides constraints to Transmission Constraint Management.  ERCOT operator verifies, and activates constraints that are deemed accurate for SCED.  These requirements are specified in the Texas Nodal EMS Network Security and Stability Analysis Requirements Specification document.
C. Voltage Support Services
i. Real-Time Voltage Support – This function provides tools to recommend reactive device switching and minimizes the dependence on generation-supplied reactive resources.  The requirements for real-time voltage support functions are described in Texas Nodal EMS Voltage Support Requirements Specification document.
2.1.3 Out of Scope Items for EMS

In general any functionality that is not described in the EMS scope above is out of scope for EMS.  The following are some of the items that may be perceived as being with in the EMS scope, but are actually not:
A. Test and simulation facility described in 3.10.4 of Nodal Protocols – The software functions that are part of EMS, for example State Estimator, and are required to be installed in the test and simulation facility will be provided by the EMS, as well as the real-time SCADA Telemetry, and Weather Forecast data.  However, the complete set of requirements for the test facility, for example LMP Calculator, is out of scope for EMS.
B. The Network Security Analysis execution in the RUC Security Sequence is not in scope for EMS.  The MMS will execute Network Security Analysis to generate the thermal constraints.  EMS provides various inputs as described above, and MW flow based constraints to address voltage stability issues. 

C. MIS Postings and Messaging –The EMS project team will coordinate the delivery of EMS data to the MIS and EDW applications to support posting requirements. Actual posting will not be performed by an EMS application and is out of scope. Providing data sets required to support the posting requirements by MIS and EDW is in scope.
D. Data Collection – Defining what data is required for market monitoring and compliance is out of scope for the EMS project team. EMS data specifically identified by the Nodal protocols as required for reporting or retention will be identified by the EMS project team and provided to EDW or PI with retention and reporting instructions, and is in scope.  Providing data sets specifically identified by other project teams is in scope.
E. ERCOT Performance Monitoring and Compliance – EMS will provide data, for performance monitoring and compliance, from the appropriate functions that are in scope for EMS.  However, actual performance monitoring and related reports etc., are not in scope for EMS.
2.2 Assumptions and Dependencies

As with any system, in general EMS is dependant on the input data from various sources.  Specifically EMS is dependant on receiving Network Operation Model from NMMS, SCADA Telemetry from MPs, Weather Data from ERCOT designated weather service provider, Real Time Dispatch data from MMS, Scheduled Outages from Outage Scheduler.
A key assumption for EMS is that with the upload of Network Operation Model on a daily basis into EMS real-time functions, the usage of appropriate Network Operation Model in the EMS study functions is feasible.
3. Functional Requirements
All functional requirements for EMS are described in the EMS Requirements Specification documents listed in section 1 of this document.
4. Supplementary Requirements

The following EMS Supplemental Requirements apply to all functions and subsystems of the ERCOT EMS unless superseded by a specific requirement contained in the corresponding EMS component Requirements Specification document. 
4.1 Performance Requirements

The Performance requirements are defined in the context of three systems scenarios; base scenario, steady state scenario and high activity scenario. Each of these scenarios is defined below.
	Requirement ID
	EMS-SR1

	Requirement Name
	System Activity Scenarios

	Requirement Type
	Performance

	Description: The EMS performance shall be measured under the following activity scenarios, details of which are defined in 7.6 : Attachment 6 – System Activity Scenarios:

1. The base conditions define EMS activities and conditions upon which the steady state and high activity scenarios are built.

2. The steady state scenario represents field operating conditions during a typical 60-minute period.

3. The high activity scenario represents field operating conditions during a 60-minute period such as might be experienced during a power system disturbance.


	Requirement ID
	EMS-SR5

	Requirement Name
	Resource Utilization

	Requirement Type
	Performance

	Description: Utilization is defined as the average utilization over the time of the performance validation scenario and shall be calculated as the used capacity of the resource divided by the total available capacity of the resource. For example, processor average utilization may be calculated as busy time divided by total time. LAN average utilization may be calculated as the quantity of data transferred (Mbytes) divided by the LAN data rate (Mbytes/second) multiplied by total time (seconds). The EMS supplier shall provide the software to measure resource utilization.




	Requirement ID
	EMS-SR6

	Requirement Name
	Steady State Utilization

	Requirement Type
	Performance

	Description: The average resource utilization of each EMS resource during the steady state scenario shall not exceed:

1. Utilization of the processing capacity of any processor used for executing application functions shall not exceed 35%.

2. Utilization of the transfer capacity of each auxiliary memory device shall not exceed 30%.

3. Utilization of any non-deterministic LAN (such as Ethernet) shall not exceed 5%; the loading of any deterministic LAN shall not exceed 10%.


	Requirement ID
	EMS-SR7

	Requirement Name
	High Activity State Utilization

	Requirement Type
	Performance

	Description: The average resource utilization of each EMS resource during the high activity scenario shall not exceed:

1. Utilization of the processing capacity of any processor used for executing application functions shall not exceed 40%.

2. Utilization of the transfer capacity of each auxiliary memory device shall not exceed 40%.

3. Utilization of any non-deterministic LAN (e.g., Ethernet) shall not exceed 10%; the loading of any deterministic LAN shall not exceed 25%.


	Requirement ID
	EMS-SR8

	Requirement Name
	No degradation in EMS performance

	Requirement Type
	Performance

	Description:  There shall be no degradation in the performance of ERCOT systems as a result of the EMS functions execution under full volume processing. The supplier must deliver all functional requirements while maintaining or exceeding the current EMS levels of performance. The supplier shall identify all negative performance impacts resulting from specified functional requirements. 
The supplier shall support distributing EMS applications between a real-time EMS server and a study EMS server.



	Requirement ID
	EMS-SR9

	Requirement Name
	Periodicity of EMS Functions

	Requirement Type
	Performance

	Description: The EMS functions shall execute at the periodicities and execution times specified in Section 7.1, unless overridden by the requirement in the functional Requirements Specifications listed in Section 1.




	Requirement ID
	EMS-SR10

	Requirement Name
	Display Request Response Times

	Requirement Type
	Performance

	Description: The display response time is defined as the elapsed time from a user’s request for a display (initiated by a menu selection, function key activation, or cursor target selection) until the requested display is presented complete with current data retrieved from the EMS databases. 

Display response times shall be demonstrated for the EMS operating in the steady state and the high activity scenarios. The display response time for each request shall conform to the display response time requirements shown in Section 7.2. ERCOT may choose any or all EMS displays for performance validation. Displays selected shall be updated at the rates specified in Section 7.1. Subsequent to the initial presentation of a display, the data on the display shall be updated at the rates specified in Section 7.1and also within the display response time requirements shown in Section 7.2.




	Requirement ID
	EMS-SR11

	Requirement Name
	Alarm and Event Annunciation

	Requirement Type
	Performance

	Description: Any change of a data item that results in the generation of an alarm shall be reported by audible and visual indications within the times shown in Section 7.2. The alarm response time shall be measured from the time any of the following occurs:

1. The EMS receives a message from a data source containing a changed data item that produces an alarm condition. (Received shall mean the last bit of the message crosses the interface with the EMS, but prior to any processing.)

2. A periodic EMS function calculates or otherwise generates a data item (and stores the item in the database) that produces an alarm condition.

3. The execution of an EMS function initiated by a user action or other request calculates or otherwise generates a data item (and stores the item in the database) that produces an alarm condition.
The measurement of the alarm response time will end at the time the alarm condition has been completely processed, recorded in the EMS database, and presented on all windows with displays that include the value in alarm or any presentation of alarm conditions.


	Requirement ID
	EMS-SR12

	Requirement Name
	User Requests

	Requirement Type
	Performance

	Description: The response to user requests shall be measured from the time the user completes all information necessary to define the request or any step of a sequence that makes a request, until the time the requested action is completed. Completion of the request shall include production of all results, storage of the results in the EMS database, and updating of all relevant displays. User request response requirements for specific tasks are presented in Section 7.2. The default response time presented in Section 7.2, shall be met for all other user requests not specifically included in this requirements document.

For any user request that may be expected to exceed the default request time, including the processing of requests with allowed response times greater than the default time, the EMS shall post an unambiguous response to the requesting user indicating that the request has been accepted and is being processed. This indication shall not require further action of the user, such as acknowledging the indication.

User response time is not to be confused with the function execution times of Section 7.2. When a user requests execution of a function listed in Section 7.1, the actions leading up to the start of the function shall be considered as a user request that shall comply with this requirement. Once started, the function execution time is subject to the requirements of Section 7.1. However, the EMS shall indicate that the user’s request for execution of the function has been accepted and the function has been started as presented in the preceding paragraph.




4.2 Legal and Regulatory requirements

	Requirement ID
	EMS-SR13

	Requirement Name
	NERC Standards

	Requirement Type
	Legal and Regulatory

	Description: The EMS systems functions shall comply with the following NERC Reliability Standards applicable to ERCOT:

i. BAL-001 
ii. BAL-002 
iii. BAL-003 
iv. BAL-004 
v. BAL-005 
vi. BAL-006 
vii. EOP-004 
viii. CIP-005

ix. EOP-008

x. IRO-003

xi. IRO-003

xii. IRO-004

xiii. IRO-005

xiv. IRO-006 

xv. MOD-001 ATC,TTC 

xvi. MOD-017

xvii.  MOD-020

xviii. PRC-009

xix. TOP-002

xx. TOP-003

xxi. TOP-004

xxii. TOP-005

xxiii. TOP-006

xxiv. TOP-007

xxv. TOP-008

xxvi. VAR-001
(http://www.nerc.com/~filez/standards/Reliability_Standards.html)




4.3 System and Communication Requirements

	Requirement ID
	EMS-SR14

	Requirement Name
	Software Interfaces

	Requirement Type
	System and Communication

	Description:  The software interfaces identified by each EMS component Activity Map shall be modified to support the impacts to the EMS functions from other ERCOT components and from the EMS functions to other ERCOT systems components.




	Requirement ID
	EMS-SR15

	Requirement Name
	Hardware Interfaces

	Requirement Type
	System and Communication

	Description:  The hardware interfaces identified by the EMS Architectural requirements document shall be modified to support the EMS functions and other impacted applications. The supplier shall state if hardware changes or additions are needed to implement the requirements defined in this document or any of the functional requirements specifications listed in Section 1 of this document.




	Requirement ID
	EMS-SR16

	Requirement Name
	Integration services

	Requirement Type
	System and Communication

	Description:  The EMS functions shall provide information described in functional requirements documents to all defined systems components. The EMS supplier is required to assists and to provide the necessary integration services in collaboration with other systems components designers and implementers.




	Requirement ID
	EMS-SR17

	Requirement Name
	Data Requirements

	Requirement Type
	System and Communication

	Description:  Impacts to EMS database structures, tables, and the views shall be identified and included in the EMS supplier work effort estimates.  All existing EMS tables and database views that will be modified shall be identified in the EMS supplier solution.  All new tables and database views shall be identified in the supplier’s specific EMS function solution.




4.4 System Security Requirements

	Requirement ID
	EMS-SR18

	Requirement Name
	NERC Cyber Security Standards

	Requirement Type
	System Security Requirements

	Description:  The EMS functions and all equipment supplied and connected to the EMS networks described in the EMS Requirements Specifications will be considered Critical Cyber Assets as defined by NERC Standard CIP-002. The supplier’s processes and supplied system shall confirm at a minimum to all applicable requirements of the Critical Infrastructure Protection standards promulgated by the North American Reliability Council, including:

1) CIP-005 Electronic Security.

The EMS software shall be audited immediately prior to delivery to insure that ERCOT standards for cyber security are satisfied.


	Requirement ID
	EMS-SR19

	Requirement Name
	Secure Application Communications

	Requirement Type
	System Security Requirements

	Description:  ERCOT requires that all applications utilize secure forms of communications.  This includes, but is not limited to:

1. Elimination of drive mapping between servers. 

2. Elimination of FTP for file transfer.

3. Elimination of passwords stored in environment variables.

4. All applications shall use specific TCP/IP ports as defined by ERCOT, instead of a wide range.


	Requirement ID
	EMS-SR20

	Requirement Name
	Cyber security incident isolation

	Requirement Type
	System Security Requirements

	Description:  In the event that a component of the EMS is damaged or performance degraded due to a cyber security incident, the affected component must be able to be rapidly isolated from the rest of the EMS, and the function restored in a timely manner.



	Requirement ID
	EMS-SR21

	Requirement Name
	Removal of Unused Services

	Requirement Type
	System Security Requirements

	Description:  All applications, utilities, system services, scripts, configuration files, databases, user accounts and all other software not required for operation of the EMS shall be removed prior to commissioning. The items to be removed shall specifically include:

1. Games.

2. Device drivers for devices not delivered.

3. Servers and clients for unused Internet services.

4. All software compilers except for the PDS.

5. Software compilers for languages that are not used in the EMS.

6. All unused protocol suites.

7. Unused administrative utilities, diagnostics, network management, and system management functions.

8. Backups of files, databases, and programs, used during system development.

9. Databases, configuration files, and other files used for development and testing.

10. Programs and scripts used for development and testing, including sample programs and scripts.

11. Help systems not directly supporting EMS applications.  


	Requirement ID
	EMS-SR22

	Requirement Name
	Additional Security Hardening

	Requirement Type
	System Security Requirements

	Description:  Additional security “hardening”, following established methods and guidelines, developed by the original software vendor, the US Government National Institute of Standards and Technology, The US Government Department of Defense, the US Government Department of Energy, or similar recognized organizations shall be provided subject to ERCOT’s approval.


	Requirement ID
	EMS-SR23

	Requirement Name
	Software Updates and Virus Scan

	Requirement Type
	System Security Requirements

	Description:  All patches and upgrades to the operating system and application software shall be tested and certified by the EMS supplier and shall be scanned for viruses, worms, Trojan horses, and other software contaminants during the factory test and at the start of site testing.



	Requirement ID
	EMS-SR24

	Requirement Name
	Free of “Electronic Self-Help” Enabled Software

	Requirement Type
	System Security Requirements

	Description:  The EMS software shall not contain embedded faults or back-door mechanisms that allow the software supplier or any other party to remotely disable some or all of the functions of the software, to affect their performance, or in any way to degrade its operation (so-called “electronic self-help” as defined by the Uniform Computer Information Transactions Act). The software shall not contain any mechanism that automatically disables some or all of its functions or degrades their operation on a certain date or upon the occurrence of a specific event.



	Requirement ID
	EMS-SR25

	Requirement Name
	Detection of Unauthorized Modifications to Software

	Requirement Type
	System Security Requirements

	Description:  The EMS supplier shall provide a mechanism for periodically scanning the integrity of the software on the EMS disks to determine if unauthorized modifications to the software have been made. A third party tool may be used for this function. The process of making an authorized modification to the software must include an update to the integrity database to ensure that the scanning tool does not detect valid or authorized changes as unauthorized. The scanning software shall be configurable to run manually or periodically, and shall not interfere with the performance or operation of the EMS or any application.


	Requirement ID
	EMS-SR26

	Requirement Name
	Anti-Virus and Malware Detection Software

	Requirement Type
	System Security Requirements

	Description:  Where technically feasible and where appropriate commercial products exist (e.g., Microsoft Windows environments), the EMS supplier shall implement anti-virus, spyware, and other malware detection systems. These products shall be installed and running throughout the development, test, commissioning and acceptance of the system to ensure that their performance impact is known and tested. The Contractor shall provide procedures for the secure updating of configuration and signature files to ensure that the tools remain current with updates and releases.


	Requirement ID
	EMS-SR27

	Requirement Name
	Security Monitoring

	Requirement Type
	System Security Requirements

	Description:  The EMS shall log all access attempts at both the application and electronic security perimeter. The EMS shall maintain logs of system events related to security in sufficient detail to create historical audit trails and enable a root-cause analysis for a period of at least 90 calendar days. Provision shall be given to copy the system event data to an alternate storage medium for storage longer than 90 days, if required as part of a longer-term investigation. At minimum, the logs shall capture the following for both human users and application requests:

1. All attempts to log on, both successful and unsuccessful.

2. Any privilege change requests, both successful and unsuccessful.

3. All user actions affecting security, such as changing passwords.

4. All attempts to access files for which the user has no access privileges.

5. Attempts to perform an action not authorized by the security scheme.

6. Detecting unauthorized access (intrusions), and attempts at unauthorized access at the access points to the electronic security perimeter(s) twenty-four hours a day, seven days a week.

For the purposes of the above requirements, the term “user” shall refer both to human users and to applications requesting such actions.



	Requirement ID
	EMS-SR28

	Requirement Name
	Security Monitoring Archiving

	Requirement Type
	System Security Requirements

	Description:  All access records shall be stored within the EMS on auxiliary memory and shall be copied to ERCOT’s central security logging system. 

The format of these records shall be consistent with that provided by other log generating devices, such as network routers, firewalls, and intrusion detection systems. 

Files that record system activities shall be defined as “append-only”. That is, it shall not be possible to delete an entry from a log file once an entry has been made. The access security-recording scheme shall include a feature to archive the record file and to direct the records to a new, empty file. Record formats shall be compatible with the ERCOT’s central security logging system.



	Requirement ID
	EMS-SR29

	Requirement Name
	Unauthorized Login Alarming

	Requirement Type
	System Security Requirements

	Description:  The EMS shall generate an alarm when access activity may be indicative of attempts to obtain unauthorized access to system services or data. A simple method shall be provided for the user to view and to change the rules for generating alarms. Initially, an alarm shall be generated when the system detects the any of following activities:
1. Repeated attempts from a specific console or external port to log in.

2. Repeated failed attempts at file access.

3. Port scans (attempts to access closed ports or services).

4. Unusual levels of traffic on the local area network.


	Requirement ID
	EMS-SR30

	Requirement Name
	Generic and Default Accounts

	Requirement Type
	System Security Requirements

	Description:  The EMS supplier shall disable or remove all generic accounts, guest accounts, development accounts, maintenance accounts, and default accounts provided by hardware, operating system, database, application program, and other contractors. Where specific accounts cannot be removed, they shall be renamed or disabled to prevent unauthorized access. 

Where technically feasible, all actions to be performed by shared or elevated privilege accounts shall be initiated using a specifically named individual user account, followed by a “switch-user” function to the shared or generic account to perform a necessary or required function. This action provides both authentication of a specifically named, valid user, as well as an audit trail of any elevated privilege actions performed.



	Requirement ID
	EMS-SR31

	Requirement Name
	User Authentication

	Requirement Type
	System Security Requirements

	Description:  A mechanism for defining and controlling user access to the operating system environment of the EMS shall be provided. The EMS must support account management methods to enforce access authentication and accountability of user activity, and to minimize the risk of unauthorized access. 

The EMS and the underlying operating system must support the requirement that users have individual accounts, without compromising the functionality and operating restrictions. For implementations where individual computer nodes maintain their own unique internal user identification codes (e.g., UID numbers on UNIX nodes), the same named user shall use the same internal user identification code for all nodes within the EMS.



	Requirement ID
	EMS-SR32

	Requirement Name
	Secure Maintenance Access

	Requirement Type
	System Security Requirements

	Description:  Secure maintenance access to the operating environment shall be provided for both remote and local users. The access shall provide authentication of valid users without transmitting plain-text passwords on the network. An encrypted access mechanism such as ssh shall be used for ”command line” access to POSIX nodes. Secure file copy features included in ssh shall be used to manually transmit files between nodes when using the network.


	Requirement ID
	EMS-SR33

	Requirement Name
	Authorization Process

	Requirement Type
	System Security Requirements

	Description:  The EMS supplier shall maintain lists of all authorized personnel with access to the EMS while on site at the supplier’s development site, including their specific electronic and physical rights to the systems, processors, or databases, and a date for which access will be terminated. ERCOT shall be informed of all changes to the list.


	Requirement ID
	EMS-SR34

	Requirement Name
	Authentication Methods and Password Construction

	Requirement Type
	System Security Requirements

	Description:  All accounts in the delivered EMS shall require two-factor authentication of users. One factor is expected to be a password assigned by ERCOT. The second factor may be a physical token, such as a magnetic stripe card or a device generating a numeric key from a pseudo-random number generating algorithm. Tokens are preferred over biometric recognition devices.

Passwords for maintenance access shall be constructed to maximize the amount of computer processing required to guess the password. A combination of upper and lower case alphabetic, numeric and special characters shall be used. The minimum password length shall be configurable by ERCOT, and initially set to 8 characters.

All accounts providing interactive or network access shall have passwords. Accounts that exist strictly for identification and ownership purposes shall be disabled from all interactive, network or other access.


4.5 Back up and Recovery Requirements

	Requirement ID
	EMS-SR35

	Requirement Name
	Back-up Databases

	Requirement Type
	Back up and Recovery Requirements

	Description:  Backup databases shall be supported as required in Section 7.4 so that EMS operation may continue in the event of processor, device, or software failure. The backup databases shall be updated with the current contents of the primary databases such that all changes to a primary database are reflected in the backup database within the time listed in Section 7.4. 

Failure of a processor shall not preclude access to current data by the processor assuming the functions of the failed processor. The backup databases shall be protected from corruption due to processor or device failure. Backup databases shall be preserved across system input power disruptions of any duration. The information maintained in the backup databases shall include:

1. Telemetered and calculated values and their attributes, including quality codes, control inhibit state, and tag data

2. EMS function execution and control parameters and input and output data, including save cases

3. Data maintained by the Information Storage and Retrieval functions, including attributes

4. Alarm, event, and summary displays (such as off-normal, control inhibit, and alarm inhibit displays) or sufficient information to rebuild the displays in their entirety (including the time and date of the entry, not the time and date the display was created)

Changes to the quantity of information to be backed up resulting from the addition or deletion of items in an existing database shall be automatically accommodated by the backup function. The addition, deletion, or restructuring of databases in the EMS shall be accommodated by the backup function without requiring changes to the code.



	Requirement ID
	EMS-SR36

	Requirement Name
	Error Detection and Failure Determination

	Requirement Type
	Back up and Recovery Requirements

	Description:  All processors, devices, and functions shall be monitored for fatal and recoverable errors. All detected errors and failures shall be recorded for maintenance purposes, and all errors should throw SNMP traps. These records shall include the dates and times of the failures, the reason for the failure, and of the subsequent automatic or manual return to service.


	Requirement ID
	EMS-SR37

	Requirement Name
	Processor and Device Errors

	Requirement Type
	Back up and Recovery Requirements

	Description:  All fatal and recoverable errors of all processors operating in the primary and backup states shall be detected. Each type of recoverable error shall be assigned a user configurable threshold. When the count of recoverable errors exceeds this threshold, a fatal error shall be declared. Where multiple devices share a common communication channel, such as party-lined RTUs, the quantity of failed devices that constitute failure of the communication channel shall be individually specified for each channel.


	Requirement ID
	EMS-SR38

	Requirement Name
	Software Errors

	Requirement Type
	Back up and Recovery Requirements

	Description:  Execution errors in functions that are not resolved by program logic internal to the function shall be considered fatal software errors. Examples of errors that may be resolved by internal program logic include failure of a function to achieve a solution due to violation of an iteration limit or arithmetic errors (such as division by zero). These errors shall produce an alarm informing the user of the error but shall not be considered fatal software errors. 

Fatal software errors shall result in either termination of the function or shall be handled as a fatal processor error. The action to be performed shall be defined for each function. If the function is to be terminated, future executions of the function shall also be inhibited until the function is again initiated.


	Requirement ID
	EMS-SR39

	Requirement Name
	Reasonability of Data

	Requirement Type
	Back up and Recovery Requirements

	Description:  In a complex system such as an EMS, unreasonable results are expected to occasionally occur. In order to prevent this from having a harmful effect on the EMS, all data shall be checked for reasonability. All input data and parameters, whether collected automatically or entered by a user, shall be checked for reasonability and rejected if they are unreasonable. All intermediate and final results shall be checked to prevent unreasonable data from being propagated or displayed to the user.

When unreasonable input data or results are detected, diagnostic messages, clearly describing the problem, shall be generated. All programs and the system shall continue to operate in the presence of unreasonable data. Upon the declaration of data as unreasonable, all calculations using the unreasonable data shall be temporarily suspended or continue to use the last reasonable data.


	Requirement ID
	EMS-SR40

	Requirement Name
	Distributed Backup and Archiving

	Requirement Type
	Back up and Recovery Requirements

	Description:  The EMS shall include services to backup, archive, and restore all EMS software and data independently of its location on the EMS networks. 

The backup information shall include the EMS and network configuration information, such as database table and queue sizing, router tables and firewall access rules. The distributed backup process shall include all procedures and methods including required initial installation media for completely restoring the systems from an un-initialized state to a fully functioning state, for example, following a hardware disaster. A process must be supplied to test backup media periodically to ensure that the information contained on it is recoverable if needed.

Once initiated, the distributed backup and archiving services shall automatically back up all information needed to recover from failures or data corruption without manual intervention by users, except for replenishment of removable media. Although the devices being backed up may be physically separate, the backup system shall be managed centrally.

At the option of the user, the backup shall be encrypted or otherwise secured from unauthorized use.



4.6 Availability and Redundancy Requirements

	Requirement ID
	EMS-SR41

	Requirement Name
	Availability

	Requirement Type
	Availability and Redundancy

	Description:  The Primary and Secondary EMS independently, shall exhibit a measured availability of 99.99% during the system availability test. The Primary and Secondary EMS software shall be considered available when all the EMS functions are operating as specified by the EMS functional requirements, at their scheduled periodicity, and within the execution time parameters, at the same time that all Primary and Secondary EMS hardware is also available.




	Requirement ID
	EMS-SR42

	Requirement Name
	No single point of failure

	Requirement Type
	Availability and Redundancy

	Description:  Neither the Primary nor the Secondary EMS shall have a single point of failure. That is, there shall be no hardware or software element that, as a result of its failure, renders both EMS unavailable. This requirement shall specifically include all hardware, the interconnections among hardware, power supplies, and enclosures provided by the Contractor. Individual EMS devices, including processors, shall each exhibit an availability of no less than 98%.


	Requirement ID
	EMS-SR43

	Requirement Name
	Processor Redundancy

	Requirement Type
	Availability and Redundancy

	Description:  Processor groups shall be configured as redundant or as non-redundant as specified by the ERCOT Nodal Architecture team. A suggested configuration is shown in Section 7.4




	Requirement ID
	EMS-SR44

	Requirement Name
	Processor Failover

	Requirement Type
	Availability and Redundancy

	Description:  When a failure of a primary processor in a redundant group is detected, the EMS shall invoke the appropriate failover and restart actions so that functions assigned to the failed processor are preserved. When a failure of a primary processor in a non-redundant group is detected, the EMS shall not invoke failover or restart actions. Functions assigned to a failed processor in a non-redundant group may be lost until the failed processor is restored to service.
Failures of processors in the backup state shall not initiate restart or failover actions. The EMS shall only change the processor state to down.




	Requirement ID
	EMS-SR45

	Requirement Name
	Function Restarts

	Requirement Type
	Availability and Redundancy

	Description:  Function restart is the assignment of a function or functions to a processor and the initiation of these functions. Function restart shall be invoked during system startup, manually by a user, and automatically to recover from hardware and software failures. Function restart shall proceed to completion without user intervention. The restart logic shall determine the desired state of the restarting processor and the function(s) to be initiated. The restart logic shall also preclude conflicts among processors and functions, such as assigning too few or too many processors to the primary state and the erroneous duplication of functions in multiple processors. Immediately after the initialization tasks have been completed, the restarted function(s) shall be scheduled for execution. Restarts shall be completed within the time listed in Section 7.5


	Requirement ID
	EMS-SR46

	Requirement Name
	Function Restart Database

	Requirement Type
	Availability and Redundancy

	Description:  The database used by a restarted function shall be the primary database in use before the function restart, assuming the database has not been affected by the failure. If the primary database is not available to the restarted function or the primary database may have been corrupted by the failure, the primary database shall be initialized from a backup database. Databases may be initialized from “empty” databases or from static, initialization databases (a “cold” restart) only when directed by the user.



	Requirement ID
	EMS-SR47

	Requirement Name
	Processor Failover

	Requirement Type
	Availability and Redundancy

	Description:  In the event of failure of any primary processor in a redundant processor group, the EMS shall initiate a failover operation, restarting the functions of the failed processor in a functioning processor. Where the EMS is configured such that functions are distributed (shared) across multiple primary processors, failover shall be implemented by reassigning the failed processor’s tasks to another primary processor.

Immediately upon detection of a failure, the failed primary processor’s state shall be changed to down and all peripheral devices and interconnections shall be reconfigured as necessary to support the restarting functions. The functions of the failed processor shall then be assigned to a backup or another primary processor by a function restart. If the functions are restarted in a backup processor, the processor state shall be changed to primary. If backup processors are not available or if insufficient primary processors are available to perform the required functions, the EMS shall attempt to restart the failed primary processor.

Failed processors shall be switched from down to any other state by user command only.



	Requirement ID
	EMS-SR48

	Requirement Name
	Processor Failover and System Conditions Data

	Requirement Type
	Availability and Redundancy

	Description:  After a failover, alarm conditions as shown on the alarm summaries and other displays shall be current as of the time of the last update of the backup databases prior to the failover. 

(This assumes that the restarted functions will access data from a database that has been initialized from a backup database. However, the restarted functions may access data from any database, as long as the data is current.) 

All data, including telemetered, calculated, manually entered data such as overridden telemetered values, supervisory control device tags and control inhibits, function execution and control parameters, and input and output data, shall also be current as of the time of the last backup database update. Alarm conditions detected after the time of the last backup database update shall be annunciated as new alarms.



	Requirement ID
	EMS-SR49

	Requirement Name
	Processor start-up

	Requirement Type
	Availability and Redundancy

	Description:  Processor start-up shall be performed when commanded by a user such that the operating environment of the processor is established prior to restarting its functions. Establishment of the operating environment may include execution of self-diagnostics, reloading the operating system, and connection to and verification of communications with all appropriate networks. Subsequent to processor start-up, a function restart shall bring the processors to the appropriate state. Processor start-up shall be completed within the time listed in Section 7.5.


	Requirement ID
	EMS-SR50

	Requirement Name
	System Power-On Start-Up

	Requirement Type
	Availability and Redundancy

	Description:  The EMS shall automatically restart itself when input power is interrupted and restored. System restart shall include processor start-up, initialization of all network devices, initialization of all peripheral devices, initialization of all communications with data sources and external computer systems, resumption of all EMS functions, and notification to the users that start up has completed.

System power-on start-up shall be completed within the time listed in Section 7.5. System power-on start-up shall be tested during factory and site testing.


	Requirement ID
	EMS-SR51

	Requirement Name
	Device Redundancy

	Requirement Type
	Availability and Redundancy

	Description:  Devices shall be configured as redundant or non-redundant as specified in Section 7.4. When a failure of a redundant device is declared, the EMS shall invoke the appropriate device failover actions so that on-line functions using the failed device are preserved. Processor failover shall not be necessary to recover from device failure.

When a failure of a non-redundant device is declared, the EMS shall not invoke processor or device failover or function restart actions. On-line functions using a failed, non-redundant device may be lost until the failed device is restored to service.


	Requirement ID
	EMS-SR52

	Requirement Name
	Device Failover

	Requirement Type
	Availability and Redundancy

	Description:  The device failover function shall direct an orderly transfer of operation in the event of any primary, redundant device failure. The failover assignment scheme shall allow for multiple levels of failover. That is, if a primary device fails and its backup device then fails or if the backup device is failed at the time of failure of the primary device, the system shall attempt to use the backup assigned to the backup device. All functions associated with both failed devices shall then be directed to use the new device. Device failover shall be completed within the time listed in Section 7.5.

Device failover shall accommodate the following special cases:

1. Consoles – Although consoles are configured as non-redundant devices, the failover logic shall ensure that all of the areas of responsibility assigned to a failed console are assigned to at least one other console. If one or more areas are not assigned, the areas shall be assigned to a default console and an alarm shall be generated.

2. Archive storage – In lieu of an automated failover process, the user shall be able to direct output to or read data from any archive storage device.

3. LANs and WANs – Recovery from failures of networks and network devices shall be managed by rerouting of communications. Failover to backup processors or devices in order to recover from network failures shall be attempted only where no network route to the primary processor or device is available.

4. Time and frequency facility – The time and frequency facility will report loss of its input signal. If the facility is redundantly configured, loss of input shall be managed as a device failure. If the facility is non-redundant or if the redundant facility is down or also reporting a loss of signal condition, the EMS shall report the loss of signal as an alarm but shall continue to use the time and frequency measurements from the facility (the facility will revert to an internal time standard).


	Requirement ID
	EMS-SR53

	Requirement Name
	Device Reinstatement

	Requirement Type
	Availability and Redundancy

	Description:  Except for communications with data sources and other computer system connected to the EMS by the IS WAN or the Control Center WAN, failed devices shall be reinstated by user command only. Failed communications to data sources or computer systems connected to the EMS by the IS WAN and the Control Center WAN shall be periodically retried. When reliable communications are reestablished, the RTU, data source, or communication channel shall be automatically returned to operation.

Data sources may require the download of configuration information as part of the reinstatement process.


	Requirement ID
	EMS-SR54

	Requirement Name
	Site Switchover

	Requirement Type
	Availability and Redundancy

	Description:  Control system states identify the operating condition of the system at each control center (Primary at Taylor Control Center and Secondary at Austin Control Center). 

The definition of states will conform to EMS design for ERCOT. However, the following states, or their equivalent, shall be supported:

1. In-Control – The system is actively supplying EMS functionality.

2. Reserve – A reserve system replaces an in-control system upon user command.

3. Off-Line – An off-line system is not communicating with other elements of the EMS and is not capable of participating in any EMS activity.

This requirement assumes that either the Primary Control System (PCS) or the Secondary Control System (SCS) will operate in the in-control mode while the other system will operate in reserve mode. Alternative architectures where the PCS and SCS simultaneously operate in the in-control mode are acceptable with the express agreement of ERCOT.


	Requirement ID
	EMS-SR55

	Requirement Name
	Site Switchover – Normal Operation

	Requirement Type
	Availability and Redundancy

	Description:  ERCOT will normally operate the power system with users at both the TCC and ACC. Assuming that the PCS is operating in the in-control mode and the SCS is operating in the reserve mode, in the event the PCS becomes inoperable, the SCS will be brought into service. In the event that either center must be abandoned, the users at the other center will assume full responsibility for power system operation and the system at that center will be brought into service (if not already in service). 



	Requirement ID
	EMS-SR56

	Requirement Name
	Site Switchover

	Requirement Type
	Availability and Redundancy

	Note: The following discussion of switchover assumes that the PCS is operating in the in-control mode and the SCS is operating in the reserve mode. However, there shall be no preferred assignment of modes and the PCS and the SCS shall symmetrically support all switchover functionality.

Description:  All data, displays, and reports available to users at the TCC shall be available to users at the ACC with effectively no difference in functionality or performance. In the event of failure of the PCS at the TCC, the SCS shall assume monitoring and control of the entire power system. (This action is termed "inter-site switchover" to differentiate it from intra-site failover actions.) To support this requirement, the SCS shall be maintained in a state where it can assume full control within the time specified in Section 7.5.

The users shall be notified of the PCS failure, but the inter-site switchover process shall be initiated only by user command. Once initiated, the process shall proceed without intervention. A procedure and process shall also be provided to allow the automated process to be manually completed through user control.

After intra-site failover, the databases of SCS shall be current to within the time specified in Section 7.5, and all data and all displays available on the EMS shall be available on the SCS.

The intra-site failover actions shall specifically include connection of the SCS to all data sources and other computer systems. If the SCS cannot connect to data sources or other computer systems, the SCS shall alarm the users. The SCS shall not attempt further inter-site, intra-site, or other failover or restart actions.


4.7 Maintainability Requirements

	Requirement ID
	EMS-SR57

	Requirement Name
	Source code delivery

	Requirement Type
	Maintainability

	Description:  All non-OEM software source code shall be provided as part of the final delivery and before final sign-off.




	Requirement ID
	EMS-SR58

	Requirement Name
	Installation Images and Source Code

	Requirement Type
	Maintainability

	Description:  All software shall be delivered in three forms:

1. As a fully operational system installed on auxiliary memory.

2. As distribution images suitable for installation on the system.

3. “Buildable” source code including libraries, compilers, and linkers for building software.
The distribution images shall include all operating system, platform software, application software, and the code management library of modifications incorporated into the delivered software. 

The EMS supplier shall supply all standard software on the original installation media used to build the system. 

All customized software shall be supplied as part of the code management library along with the source code or other distribution image against which the code changes are to be applied. 

It shall be possible for ERCOT to completely generate, build, install, and configure the entire EMS from the distribution images, source code, and software utilities provided with the EMS. To this end, "make files" or other compilation, generation, and installation tools, scripts, and directives shall be delivered.

For the purposes of this requirement, "software" shall specifically include the databases supplied with the EMS. That is, sufficient definition and content images shall be supplied such that the EMS databases can be created and installed on the EMS.




4.8 Training and Documentation Requirements

	Requirement ID
	EMS-SR59

	Requirement Name
	Deliverable Documentation

	Requirement Type
	Training and Documentation Requirements

	Description:  The Deliverable Documentation lists the minimum documentation to be delivered. Documents that cannot be provided in softcopy shall be provided in hardcopy with five copies.

1. Documentation standards

2. Basic hardware documents-

1) List of deliverables

2) Configuration diagram

3) Network configuration

4) Interconnection lists

5) Site installation drawings and procedures

3. Equipment manuals

4. Hardware maintenance manual

5. Software list of deliverables

6. Software development standards

7. Database definition

8. Interface Requirements Document

9. Software functional description

10. Installation images and source code

11. Detailed design document

12. System maintenance manual

13. Display style guide

14. Simulation instructor user's guide
15. Disaster recovery guide
ERCOT recognizes that the documentation scheme used by the Contractor may not match that described in this and other sections. However, the documentation supplied shall provide all of the information described in the remaining requirements of this section.


	Requirement ID
	EMS-SR60

	Requirement Name
	Training

	Requirement Type
	Training and Documentation

	Description:  The EMS supplier shall prepare and deliver a comprehensive training program and materials on the operation and maintenance of the EMS. 

Software training shall teach ERCOT the skills required for the EMS maintenance and expansion and for the preparation and integration of new functions. 

Hardware training shall qualify ERCOT to perform routine preventive maintenance and perform diagnostic tests on the processors and their peripheral equipment, LANs, and display and communications equipment.


4.9 Usability Requirements

	Requirement ID
	EMS-SR62

	Requirement Name
	User Interface Flexibility

	Requirement Type
	Usability

	Description:  The ERCOT users shall be able to sort, filter, and re-arrange any display used to define, control and EMS inputs, outputs and monitoring results. 



	Requirement ID
	EMS-SR64

	Requirement Name
	Online Help System Requirements

	Requirement Type
	Usability

	Description:  The delivered software shall support exception handling, error detection and diagnostic tools sufficient to support the functional requirements to ERCOT’s satisfaction. User and operator software messages shall be formatted in plain English and generated at the application level and not at the OEM software level (ORACLE, UNIX, etc.) .  Error messages will provide the viewer with clear information about the error and steps to remediate it.  ERCOT will review and approve all error messages.



	Requirement ID
	EMS-SR65

	Requirement Name
	Alarming System Requirements

	Requirement Type
	Usability

	Description:  The Alarm sub-system of the EMS shall provide the following features:

1. Category attribute for each alarm to group alarms that are similar in nature
2. Priority attribute for each category of alarms
3. Alarm destination display or page
4. Alarm location indicating the location of the vent in the grid
5. Query and sort features

In addition to the application specific alarms, the alarm system shall be able to report system conditions:

1. An application function is missing interval, or running significantly slower than usual i.e. function execution time is more than its maximum execution time required under high activity, which might be a tunable system parameter.
2. Utilization of CPU processing for a single application task beats the limit (say 35%) under steady state condition.
3. Disk space is full or running out.




	Requirement ID
	EMS-SR66

	Requirement Name
	Alarming Configuration Requirements

	Requirement Type
	Usability

	Description:  The Alarm sub-system of the EMS must be customized and configured by the vendor to meet ERCOT needs.  Vendor shall work with ERCOT during the detailed design phase to identify the alarms that are not applicable to ERCOT EMS, the various attributes of all the alarms required in the ERCOT EMS.


5. Protocol Coverage

This requirements document primarily addresses Supplemental Requirements and therefore there protocol coverage is not provided.
6. Definitions and Acronyms

6.1 Definitions

Alarm: 
Audible or visual warning of a problem or condition.
Graphical/Operator User Interface: means to input information, allowing the users to manipulate the system which then provides system output produced. 
Critical Data Points: A SCADA point which if invalid renders a portion of the Transmission System unnobservable.
Generic Constraints: A limitation on one or more transmission elements that may be reached during normal or contingency system operations which are used protect the ERCOT Transmission Grid against transient instability, dynamic stability or voltage collapse.
Inhibit: To restrict or prevent the change of data.
Market Management System: System which primary purpose is to enable the nodal market (“Texas Nodal Market Redesign”).
Network Model Management System: provides data and topology for several software applications within ERCOT
Override: A mechanism or system used to counteract an automatic control.
Setpoint Control: A numerical value being sent to an RTU, resulting in a value out of the RTU to external equipment.
Supervisory Control and Data Acquisition (SCADA): A system of remote control and telemetry used to monitor and control the transmission system.
Telemetry: The automatic measurement and transmission of data from remote sources for recording and analysis.

6.2 Acronyms and Abbreviations
DRAP: 

Dynamic Remedial Action Plan

PCS: 

Primary Control System

EDS: 

Early Delivery System

EMS LAN: 
Energy Management System Local Area Network

EDW: 

Enterprise Data Warehouse 
EIS: 

Enterprise Information Systems
EMS: 

Energy Management System
FACTS:

Flexible AC Transmission Systems
GUI:
Graphical User Interface

HVDC: 

High Voltage Direct Current

ICCP:

Inter-Control Center Communications Protocol

IT WAN: 
ERCOT corporate wide are network

MMS: 

Market Management System
NMMS: 
Network Model Management System

QAS: 

Quality Assurance Systems

RTCA: 

Real Time Contingency Analysis

SCADA: 
Supervisory Control and Data Acquisition

SCS: 

Secondary Control System

SVC: 

Static VAR Compensator

TCM: 

Transmission Congestion Management

TSA: 
Transient Stability Analysis
VFT: 

Variable Frequency Transformers

VSA: 

Voltage Stability Analysis

7. Attachments
7.1 Attachment 1 – Function Periodicity and Execution Time
	Function
	Periodicity
	Maximum Execution Time
	Notes

	
	
	Steady State
	High Activity
	

	Data Acquisition (any data source)
	Per Attachment 3
	1 second
	1 second
	Execution time is measured from the receipt of the message containing the changed data until all processing is complete, the changed data is stored in the database, and the alarm lists have been updated.

	Dispatch Instructions
	-
	1
	1
	Execution time is measured from the time the user executes the command until the command exchange with the data source is complete.

	Time & Frequency Update
	1 second
	-
	-
	

	Generation Dispatch 
	-
	
	
	

	
	Base periodicity

Unit control multiple
	2 seconds

2 seconds
	-

-
	-

-
	

	Reserve Monitoring
	60 seconds
	-
	-
	

	Load Forecast 
	
	
	
	

	
	MTLF

LTLF
	60 minutes 

1 day
	10 seconds

1 minute
	15 seconds

2 minutes
	Hourly for 8 days.

Daily max and min for 365 days.

	Real-Time Security Analysis
	
	-
	-
	

	
	State Estimator

Contingency Analysis

Group 1

Group 2
Voltage Scheduling

Forced Outage Detection
	5 minutes

1 minutes

1 minutes
5 minutes
10 minutes

2 minutes
	20 seconds

20 seconds
120 secs

120 secs

20 seconds
	30 seconds

20 seconds
120 secs

120 secs

30 seconds
	Execution times assume a stable input data set.



	Study Security Analysis
	-
	
	
	

	
	Network Model Builder

State Estimator

Contingency Analysis

Dispatcher Power Flow

Optimal Power Flow

Voltage Scheduling

Outage Evaluation
	-

-

-

-

-

-

-
	10 seconds

20 seconds

120 secs

30 seconds

120 secs

120 secs

120 secs
	20 seconds

60 seconds

180 secs

60 secs

180 secs

180 secs

180 secs
	All studies from a “flat start”.

Outage evaluation times are per one time point study.


7.2 Attachment 2 – User Interface Response
	Action
	Maximum Response Time

(For Local/WAN/Serial connection)
	Notes

	
	Steady State
	High Activity
	

	Default response
	1/2/3 second
	1.5/3/5 seconds
	98% of actions complete within the maximum time. 100% within 1.5 times the maximum.

	Display request
	1/2/3 seconds
	2/3/4 seconds
	98% of actions complete within the maximum time. 100% within 1.5 times the maximum.

	Historical display requests
	2/4/6 seconds
	4/6/8 seconds
	98% of actions complete within the maximum time. 100% within 1.5 times the maximum.

	Display data update (subsequent to the initial presentation of data)
	1/1/2 seconds
	1/1/2 seconds
	· 4 second periodicity (time shall be updated at a 1 second periodicity)

· 98% of actions complete within the maximum time. 100% within 1.5 times the maximum.

	Alarm and event annunciation
	1/2/2 second
	1.5/3/4 seconds
	98% of actions complete within the maximum time. 100% within 1.5 times the maximum.

	Viewport creation
	1/1/1 second
	1.5/1.5/2 seconds
	98% of actions complete within the maximum time. 100% within 1.5 times the maximum.

	World-map panning
	5/5/5, 20-pixel steps per second
	5/5/5, 20-pixel steps per second
	No visible flicker.

	World-map zooming
	2/2/2, 10% steps per second
	2/2/2, 10% steps per second
	No visible flicker.

	Pop-up menu, pull down menu, dialog box, etc.
	1/2/2 second
	1.5/3/3 seconds
	Not to exceed 150% of the maximum under any condition

	Display hardcopy
	60/60/60 seconds
	90/90/90 seconds
	98% of actions complete within the maximum time. 100% within 1.5 times the maximum.

	Console user logon
	10/10/10 seconds
	10/10/10 seconds
	98% of actions complete within the maximum time. 100% within 1.5 times the maximum.


7.3 Attachment 3 – Data Acquisition Periodicity Table
	From
	To
	Protocol
	Data Type
	Periodicity
	Quantity

	MPs EMS
	ERCOT EMS
	TASE.2
	Status
	2 seconds
	

	
	
	
	Analog
	4 seconds
	

	
	
	
	Analog
	10 seconds
	

	
	
	
	Accumulator
	15 minutes
	

	ERCOT EMS
	MPs EMS
	TASE.2
	
	
	

	
	
	
	Base points, LMPs
	5 minutes
	

	
	
	
	
	
	


7.4 Attachment 4 – EMS Redundancy
	Processor Group/Device
	Redundant

(Yes/No)
	Redundant Interconnection to:
	
	
	
	
	
	

	
	
	PCS
	SCS
	EDS
	QAS
	EMS LAN
	IT WAN

	CC WAN

	Primary Control System
	
	-
	N
	N
	N
	Y
	Y
	Y

	
	Processors and auxiliary memory
	Y
	-
	-
	
	-
	-
	-
	-

	
	Database
	Y
	-
	-
	
	-
	-
	-
	-

	
	LAN
	Y
	-
	-
	
	-
	-
	-
	-

	
	Printers
	N
	N
	-
	
	-
	-
	-
	-

	
	Operating consoles
	N
	Y
	-
	
	-
	-
	-
	-

	
	Support consoles
	N
	N
	-
	
	-
	-
	-
	-

	
	Time and frequency facility
	Y
	N
	-
	
	-
	-
	-
	-

	
	Communication network processors (CC WAN)
	Y
	Y
	-
	
	-
	-
	-
	-

	PCS - Historical
	
	Y
	-
	-
	
	-
	
	

	
	Processors and auxiliary memory
	Y
	-
	-
	
	-
	-
	-
	-

	
	Database
	Y
	-
	-
	
	-
	-
	-
	-

	
	LAN
	Y
	-
	-
	
	-
	-
	-
	-

	
	Archive storage
	Y
	N
	-
	
	-
	-
	-
	-

	Secondary Control System
	
	N
	-
	-
	
	Y
	Y
	Y

	
	Processors and auxiliary memory
	Y
	-
	-
	
	-
	-
	-
	-

	
	Database
	Y
	-
	-
	-
	-
	-
	-
	-

	
	LAN
	Y
	-
	-
	-
	-
	-
	-
	-

	
	Printers and video hardcopy
	N
	-
	N
	-
	-
	-
	-
	-

	
	Operating consoles
	N
	-
	Y
	-
	-
	-
	-
	-

	
	Time and frequency facility
	Y
	-
	Y
	-
	-
	
	
	-

	
	Communication network processors (CC WAN)
	Y
	-
	-
	-
	-
	-
	-
	-

	SCS – Historical
	
	-
	Y
	-
	-
	-
	-
	

	
	Processors and auxiliary memory
	Y
	-
	-
	-
	-
	-
	-
	-

	
	Database
	Y
	-
	-
	-
	-
	-
	-
	-

	
	LAN
	Y
	-
	-
	-
	-
	-
	-
	-

	
	Archive storage
	Y
	-
	N
	-
	-
	-
	-
	-

	Program Dev. System
	
	N
	-
	-
	
	N
	N
	N

	
	Processors and auxiliary memory
	N
	-
	-
	-
	-
	-
	-
	-

	
	Database
	N
	-
	-
	
	-
	-
	-
	-

	
	LAN
	N
	-
	-
	
	-
	-
	-
	-

	
	Printers
	N
	-
	-
	
	N
	-
	-
	-

	
	Support consoles
	N
	-
	-
	
	N
	-
	-
	-


7.5 Attachment 5 – Configuration Management Performance

	Action
	Performance

	Backup Database Update
	

	
	User entries

Historical database

Other databases
	Within 10 seconds

Within 30 seconds

Within 30 seconds

	SCS Database Update
	

	
	User entries

Historical database

Other databases
	Within 30 seconds

Within 60 seconds

Within 60 seconds

	Detection and annunciation of processor or device failure and initiation of restart/failover process
	Within 10 seconds

	Function restart/processor failover
	

	
	Restart/failover using a backup database

Restart/failover using an empty or initialization database
	Within 30 seconds

Within 30 seconds

	Recovery from communications failure
	

	
	LAN or WAN failure

ICCP communications failure
	Within 10 seconds

Within 10 seconds

	Device failover
	Within 10 seconds

	Complete System startup (from power-off condition)
	Complete, with all functions scheduled for execution, within 10 minutes

	Processor startup
	Complete, with all functions scheduled for execution, within 5 minutes


7.6 Attachment 6 – System Activity Scenarios
	System Activity Scenarios – Base Condition

	The following base conditions shall apply to both the steady state and high activity scenarios:

1. The EMS shall be configured with all hardware and functions required by ERCOT in operation, including hardware and functions specified as optional that have been elected by ERCOT. Note that some processors may be deliberately removed from service during testing to validate system and processor failover requirements.

2. All EMS function execution parameters shall be as defined by ERCOT in the functional requirements specifications listed in Section 1.

3. EMS functions shall execute at the periodicities and execution times specified in Section 7.1.

4. The contents of the EMS databases used for performance validation shall be as determined by ERCOT. The size databases used in the performance validation will not be greater than the EMS delivered capacity.

5. The hour change shall occur so that all data acquisition and processing associated with the hourly EMS functions, including report production, are executed.

6. Each monitor at all consoles (including operations, support, and management consoles) shall present all “common information” deemed by the ERCOT to be part of the normal display arrangement. Such common information may include:
a. Display title and window border

b. Alarm zone 

c. Operator message area 

d. Time and date area

e. Top-level menu bar
7. Each operations console monitor shall have six updating viewports open

a. The global alarm list

b. A transmission overview display

c. Two displays selected by the ERCOT for performance testing, including any application input or output display or trending display

d. Panning and zooming of the transmission overview display shall be performed 10% of the time in one window of each Operations Console

8. Each support console monitor shall have five windows open:

a. A transmission overview display

b. Two displays selected by the ERCOT for performance testing, including any application input or output display or trending display

9. Each management console monitor shall have two windows open:

a. A transmission overview display or a generation dispatch summary display

b. The mapboard shall show the current power system status and alarms.


	System Activity Scenarios – Steady State Scenario

	Description: The steady state scenario shall consist of the base conditions and the following activities over a 60-minute period During the test all LFC deployments shall be completed within <2 seconds, , each SCADA override will complete within 1 second, each outage evaluation study will complete a 24 hour case (24 study scenarios) within 30 minutes,  : 
1. At-least twenty-five percent of all the analog points in the test database shall change sufficiently each time they are acquired so as to require complete processing by the EMS.

2. Thirty alarms per minute (fifteen status alarms and fifteen analog alarms) shall be generated and processed. Each of these alarms may be acknowledged within sixty seconds at ERCOT’s discretion.

3. One new display shall be called into one of the windows at each console every sixty seconds.

4. One data entry shall be executed at each operations console every sixty seconds.

5. Five manual override of status in SCADA shall be executed at each operating console every minute.

6. The performance verification shall be across the load pickup period with a load change of 6000 MW over the 1 hour scenario.

7. The LFC shall be executed on a 4 second basis and 30 percent of the generators shall be under regulation control.

8. At-least five users executing Study Network Analysis or Outage Evaluation Studies with complete list of Outages and Contingencies.

9. The real-time sequence (SE, CA, etc) shall be executed and shall run to completion at each periodic execution.

10. The network security analysis functions shall be executed every five minutes. ERCOT will define the input data and solution parameters.

11. Five ad hoc queries of historical data and five report requests of historical data from one operations console shall be made during the scenario. Each query or report shall, on average, include 500 items.

12. One query of the current conditions from the continuous data recording function data from one-half of the manager consoles every two minutes. The queries shall total no more than 2000 data items per minute.


	System Activity Scenarios – High Activity Scenario

	Description: The high activity scenario shall consist of the base conditions and the following activities over a 60-minute period During the test all LFC deployments shall be completed within <4 seconds, each SCADA override will complete within 5 seconds, each outage evaluation study will complete a 24 hour case (24 study scenarios) within 30 minutes,  :

1. At-least fifty percent of all the analog points in the test database shall change sufficiently each time they are acquired so as to require complete processing by the EMS.

2. A burst of 1000 alarms (500 status alarms and 500 analog alarms) shall be generated and processed within the first sixty seconds of the scenario. Fifty alarms per minute (twenty-five status alarms and twenty-five analog alarms) shall be generated and processed for the remainder of the scenario. Each of these alarms may be acknowledged within sixty seconds at ERCOT’s discretion.

3. One new display shall be called up in one of the windows at each console once every thirty seconds.

4. Five data entries shall occur at each operating console every minute.

5. Ten manual override of status in SCADA shall be executed at each operating console every minute.

6. The performance verification shall be across the load pickup period with a load change of 6000 MW over the 1-hour scenario.

7. The LFC shall be executed on a 4 second basis and 30percent of the generators shall be under regulation control.

8. The real-time sequence (SE, etc) shall be executed and shall run to completion at each periodic execution.

9. At-least ten users executing Study Network Analysis or Outage Evaluation Studies with complete list of Outages and Contingencies.

10. Five ad hoc queries of historical data and five report requests of historical data from one operations console shall be made during the scenario. Each query or report shall, on average, include 500 items. 

11. One query of the current conditions from the continuous data recording function data from one-half of the manager consoles every two minutes. The queries shall total no more than 2000 data items per minute.


� Via the firewall.
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