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Requirements Specification
This Requirements Document is Subordinate To and Compliant with the Texas Nodal Protocols Effective May 2006.  

1. Introduction

The requirements for Texas Nodal market implementation are described in the Texas Nodal Protocols.  This document focuses on elaborating the requirements for Supervisory Control and Data Acquisition (SCADA) of the Energy Management System.

This Requirements Specification is a part of the complete set of specification documents for the Texas Nodal market implementation.  For implementation purposes the Texas Nodal market functions are categorized into multiple systems based on clear distinction in functionality.  The Energy Management System is one of these systems.

The EMS requirements are documented in the Texas Nodal EMS Requirements Specification document; supplemented by the following Requirements Specifications:

1. Texas Nodal EMS Data Model Requirements Specification

2. Texas Nodal EMS SCADA Requirements Specification

3. Texas Nodal EMS Dynamic Ratings Requirements Specification

4. Texas Nodal EMS Forced Outage Detection Requirements Specification

5. Texas Nodal EMS Generation Sub-system Requirements Specification

6. Texas Nodal EMS Load Forecasting Requirements Specification

7. Texas Nodal EMS Wind Power Forecasting Requirements Specification

8. Texas Nodal EMS State Estimator Requirements Specification

9. Texas Nodal EMS Network Security and Stability Analysis Requirements Specification

10. Texas Nodal EMS Voltage Support Requirements Specification

11. Texas Nodal EMS Outage Evaluation Requirements Specification

The definitions and acronyms from Section 2 of the Protocols are used in this document as applicable.  Any additional definitions and acronyms are defined in the Texas Nodal EMS Requirements Specification as needed.

1.1 Purpose

The primary purpose of this requirements specification document is to fully describe the external behavior of the SCADA.  It also describes nonfunctional requirements, design constraints, and other factors necessary to provide a complete and comprehensive description of the requirements necessary to design and develop the corresponding software systems.

1.2 Objectives

The objective of this requirements specification is to:

· Specify mutually exclusive and collectively exhaustive set of requirements for SCADA
· Ensure that requirements are in compliance with the Nodal Protocols

· Ensure that requirements are traceable to Nodal Protocols, NERC, FERC and any other applicable standards

1.3 Scope

The scope of this document is to elicit requirements for SCADA to be in compliance with the Nodal Protocols published in May 2006, NERC, FERC and PUCT guidelines.  However, elaborating requirements that would change the intent of the protocols or proposing a design for the system is outside the scope of this document.  To ensure compliance the designers and developers of the systems are required to read and understand the Nodal Protocols.

Any scope changes to this requirements specification due to alternate design proposals must be driven by Nodal Protocol Revision Request (NPRR) and channeled through Nodal Change Control Board (CCB).  Any scope changes to this requirements specification due to further elaboration, while still being in compliance with Nodal Protocols, must be channeled through Nodal CCB.

1.4 Traceability

All SCADA requirements are traceable to at least one of the following governing documents: Nodal Protocols, NERC standards, FERC guidelines, and PUCT documents.  In addition all requirements are traceable to the Functional Diagram that describes SCADA.

These requirements are based off of May 2006 version Nodal Protocols and NERC, FERC, PUCT requirements approved as of May 2006.

2. Supervisory Control and Data Acquisition (SCADA)

Supervisory Control and Data Acquisition (SCADA) is a sub-system of the Energy management System (EMS).  It consists of several subsystems which transfer, display and control data between the ERCOT member systems and ERCOT in accordance with ERCOT nodal protocols, PUCT rules and  NERC standards.  Its primary function is serving as the dispatching and telemetry interface to QSEs and TSPs.

SCADA data will be used as inputs to the State Estimator application, Alarming application, Load Frequency Control, Security Constrained Economic Dispatch, the Dynamic Ratings Subsystem, Network Security Analysis, and Reliability Unit Commitment (RUC).  Additionally, some elements of SCADA must be made available on the MIS to Market Participants.

All future telemetry for both SCADA inputs and outputs must be provided from and to QSEs and TSPs using ICCP.  ERCOT currently monitors approximately 20,000 analog measurements, and 28,000 status measurements.  It is expected that compliance with nodal protocols will require the expansion of SCADA telemetered points to over 200,000 analog measurements and 160,000 status measurements.

ERCOT currently sends approximately 700 analog values using SCADA.  This number will increase to approximately 6900 analog values, after implementing the zonal market change to send dynamic ratings to the market participants, before Texas Nodal.  With Texas Nodal, ERCOT will initially be sending approximately 7900 analog values.

2.1 Proposed System Scope

This document provides information to assist the SCADA provider in understanding the requirements for SCADA and is intended to supplement the Nodal Protocols.  In case of conflict, the protocols govern. The requirements in scope for this document include:

· TSP input data (including breaker status, switch status, dynamic ratings along with temperature and weather zone information, Block Load Transfer data) and associated quality codes for each input.
· QSE input data (including Resource Status) and associated quality codes.
· ERCOT data override capability and appropriate setting of quality codes.
· Outputs to QSEs (outputs from LFC).
· Alarming including status change detection, high and low limit monitoring, return to normal, and message categorization to facilitate routing of alarms to assignable work functions.
· Stale data detection

· Database modifications

· Inputs from WGR entities (data written to SCADA database.) These inputs include meteorological information telemetered from Wind Generation Resource (WGR) Entities.
· SCADA calculations (including hourly meteorological data)

2.2 System and Software Description
This section presents ERCOT’s general requirements for the SCADA hardware configuration and provides a high level description the software functionality required. Detailed functional requirements are set forth in Sections 3 and 4.
2.2.1 Conceptual Hardware Configuration
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Figure 1 - Conceptual Hardware Configuration
As shown in Figure 1, the SCADA ICCP communication function will be provided by four ICCP servers at each of ERCOT’s two control centers. One server pair will provide ICCP communication with TSPs while the other pair will provide ICCP communication with QSEs. Each server pair provides redundancy for failover functions.
Two Time Receivers are included in the configuration at each ERCOT control center to provide Frequency and Time Error values to applications. SCADA will provide functionality to read all four Time Receivers and place the frequency and time error values in the real-time database.
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Figure 2 - SCADA Functional Block Diagram
2.2.2 Standard SCADA functionality for Processing Telemetry Input
SCADA’s primary functionality is to receive real-time and operational data from TDSPs and QSEs, and send AGC-related control signals to QSEs via ICCP data links. SCADA is the primary link between the EMS’s front end interface to outside entities and the real-time database.

The SCADA application will receive both status and analog data via ICCP, manually entered data, and data from external processes.  For the purposes of this document, communication services are considered as part of SCADA.  When an analog measurement is received; SCADA will check data against reasonability limits, check time receipt for identification of stale data, check measurements against limits, send alarms to operators, and save data into the real-time database for use by other applications.  When a status measurement is received, SCADA checks the new state against the previous state, and alarms operators if a status change is noted; SCADA also supports basic calculations.

2.2.3 Additional SCADA functionality for Processing Telemetry Input

Required functions that may not be provided in the standard SCADA functionality are detailed in Sections 3 and 4 of this document.

3. Functional Requirements

3.1 Base SCADA Functions

	Requirement ID
	SCD-FR16

	Requirement Name
	Data Acquisition

	Protocol Reference
	Section(s): 3.10.7.4

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Telemetry Input Processor

	Sub-Process Element Coverage
	Partial

	Description:

Telemetered data shall be collected from the computer systems of participant utilities connected to the ERCOT WAN. These systems use the IEC 870-6-503 TASE.2 protocol (ICCP).

In addition to telemetered data, the SCADA system shall support the following data:

1. Non-telemetered data entered by the user including scheduled data from entities without computer systems.

2. Calculated data generated by programs that periodically and aperiodically produce database values. Programs that are part of the data acquisition function and other EMS application functions will generate calculated data.

3. Dynamic ratings data for all the real-time processes

This data may be of any type, including analog, status, and accumulator data. All requirements pertaining to telemetered data, such as limit monitoring, state change detection, enabling and inhibiting alarms, and quality codes, shall also apply to non-telemetered and calculated data.

All data acquired from any source shall be identically processed, as described in this clause, and stored in the database. Once processed and stored in the database, a data item from any source, including a calculated value or a non-telemetered value, shall be indistinguishable from any other data item from any other source.


	Requirement ID
	SCD-FR17

	Requirement Name
	Status Data Processing

	Protocol Reference
	Section(s): 3.10.7.4

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Telemetry Input Processor

	Sub-Process Element Coverage
	Partial

	Description:

Prior to storage in the database, status data shall be processed to convert the input data to a physical state, and to identify and report changes in state.




	Requirement ID
	SCD-FR18

	Requirement Name
	Analog Data Processing

	Protocol Reference
	Section(s): 3.10.7.4

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Telemetry Input Processor

	Sub-Process Element Coverage
	Partial

	Description:

For measured values, multiple pairs of limits (high limit, low limit) shall be supported that allow increasing levels of severity to be defined. At least three pairs of limits shall be provided. The system shall also support reasonability limits and rate-of-change limits.


	Requirement ID
	SCD-FR25

	Requirement Name
	SCADA Calculation Tool

	Protocol Reference
	Section(s): 3.10.7.4

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Calculation Processor

	Sub-Process Element Coverage
	Partial

	Description:

An on-line calculation definition tool shall be provided that allows user defined calculations to be entered into the system. Once defined, the calculation shall be immediately available for execution.

Calculations shall provide, as a minimum, the following features:

Basic add, subtract, multiply, divide, square root, exponentiation, and logarithms, etc.

If-Then-Else blocks.

Comparison of values (<, =, >, ≠, etc.)

Logical operations (AND, OR, NOT, etc.)

Trigonometric functions (SIN, COS, TAN, Arc functions, Hyperbolic functions, etc.)

Any type of data from the real-time database shall be supported, including measured values, accumulated values, and status indications. A calculation group shall support combined use of the various data types. For example, it shall be possible to use both status indications and measured values in the same calculation.


	Requirement ID
	SCD-FR19

	Requirement Name
	Calculated Data

	Protocol Reference
	Section(s): 3.10.7.4

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Calculation Processor

	Sub-Process Element Coverage
	Partial

	Description:

Calculated points shall be derived from pre-defined algorithms supplied with the SCADA system. This Requirements Document assumes that calculations will be performed periodically and that the periodicity of calculations will be assigned on a per-point basis. An implementation that triggers a calculation whenever any of the arguments of the calculation change is also acceptable.

The data type of the calculation result characterizes each calculated point. The calculation function shall detect arithmetic exceptions such as division by zero and over-range results. Such conditions shall be managed as telemetry failures.


	Requirement ID
	SCD-FR20

	Requirement Name
	Calculated Data Quality Codes

	Protocol Reference
	Section(s): 3.10.7.4

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Calculation Processor

	Sub-Process Element Coverage
	Partial

	Description:

The quality of the calculated value shall be the quality of the input data point with the most severe quality code. Results of calculations that are manually overridden by users shall be denoted with a quality code that can be differentiated from the propagation of a manual entry quality code from one its component values.


	Requirement ID
	SCD-FR21

	Requirement Name
	Redundant Data Processing

	Protocol Reference
	Section(s): 3.10.7.4

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Telemetry Input Processor

	Sub-Process Element Coverage
	Partial

	Description:

Selected values in the SCADA database may be obtained from more than one source, including telemetered, calculated values, or values generated by other applications. For each multiple-source value, all of the source values (referred to as arguments) will be stored in the database including their quality codes and the source that was being used as the primary source. Redundant data processing shall produce another database value and store the resultant in the database. The resultant and its arguments shall be of the same data type (analog, status, or accumulator), except that it shall be possible to substitute an analog value for an accumulator value. The resultant value will typically be used as the “best available” representation of the value for use in displays, reports, and functions.


	Requirement ID
	SCD-FR22

	Requirement Name
	Tagging

	Protocol Reference
	Section(s): 3.10.7.4

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Telemetry Input Processor

	Sub-Process Element Coverage
	Partial

	Description:

Database values shall be tagged to call the users’ attention to exception conditions for field devices and to inhibit supervisory control actions. It shall be possible to apply a tag to any database point. The SCADA system shall support at least eight tag types. It shall be possible to place any number of tags of any type on a point. 

As part of the tag placement process, the SCADA system shall prompt the user to enter alphanumeric comment information to be stored with the tag. The comment field shall be at least sixty characters in length. It shall be possible to modify the tag comment information. Tags shall be individually removed by user command. Each tag placement and removal shall be recorded as an event.


	Requirement ID
	SCD-FR23

	Requirement Name
	Supervisory Control

	Protocol Reference
	Section(s): 3.10.7.4

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Future

	Sub-Process Element Coverage
	Partial

	Description: 

Although the SCADA system is not envisioned to be performing supervisory control of devices, the capability to control devices shall be provided. Basic control functions required are:

· Two and three-State Control (switching devices)

· Setpoint control

· Control Completion Check


	Requirement ID
	SCD-FR24

	Requirement Name
	ICCP

	Protocol Reference
	Section(s): 3.10.7.4

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Telemetry Input Processor

	Sub-Process Element Coverage
	Partial

	Description:

Data exchanges shall use the IEC 870-6-503 TASE.2 communications protocol. The SCADA system shall be fully compliant with the protocol Version 2000-04, Conformance Blocks 1,2, and 4.


3.2 Inputs to SCADA
	Requirement ID
	SCD-FR1

	Requirement Name
	Input data from TDSPs

	Protocol Reference
	Section(s) (see Section 6.2 of this document)

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Telemetry Input Processor

	Sub-Process Element Coverage
	Partial

	Description:  SCADA shall receive available telemetry from TDSPs for use by Network Applications. Data from TDSPs is described in detail in Section 6.2, TDSP Data Exchange.


	Requirement ID
	SCD-FR2

	Requirement Name
	Input Data from QSEs

	Protocol Reference
	Section(s) (see Section 6.1.2 of this document)

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Telemetry Input Processor

	Sub-Process Element Coverage
	Partial

	Description:  SCADA shall receive resource-related telemetry from QSEs. Data received from QSEs is described in detail in Section 6.1.2, Data Received from QSEs.


	Requirement ID
	SCD-FR3

	Requirement Name
	BLT Calculations

	Protocol Reference
	Section(s): 6.5.9.5 (i)

	Coverage of Protocol
	Full

	Traceability to Sub-Process
	Calculation Processor

	Sub-Process Element Coverage
	Partial

	Description: SCADA shall calculate the net interchange for each Block Load Transfer Point.


	Requirement ID
	SCD-FR4

	Requirement Name
	Weather Zone Load Calculations

	Protocol Reference
	Section(s): 3.12.1 (2) b; 3.12.2 (2) b

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Calculation Processor

	Sub-Process Element Coverage
	Partial

	Description: SCADA shall calculate the load (generation minus net interchange) within each weather zone.




	Requirement ID
	SCD-FR5

	Requirement Name
	WGR Meteorological Telemetry

	Protocol Reference
	Section(s): 3.13 (1)

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Calculation Processor

	Sub-Process Element Coverage
	Partial

	Description:  SCADA shall calculate hourly average meteorological data (wind speed and temperature) for each WGR based on the telemetered meteorological data from each WGR.




	Requirement ID
	SCD-FR6

	Requirement Name
	MVA Calculation

	Protocol Reference
	Section(s): 6.5.7.1.13 (1) (a) (ii)

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Calculation Processor

	Sub-Process Element Coverage
	Partial

	Description:  SCADA shall calculate MVA for each MW/MVAR pair received for all lines, transformers, and reactors.



3.3 Output Data to QSEs
	Requirement ID
	SCD-FR7

	Requirement Name
	SCED/LFC Outputs to QSEs 

	Protocol Reference
	Section(s) (see Section 6.1.1 of this document)

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Generation Control Output Processor

	Sub-Process Element Coverage
	Full

	Description:  LFC produces a list of data items unique to each QSE to be sent to the respective QSEs every 4 seconds. The content of the list will vary depending on the execution cycle times of the various AGC applications. SCADA shall send the list of data to each respective QSE using either the Set Data Set Element Values or Set Data Value 
 service of ICCP. Every value in the list shall have quality attributes applied. (Note that ERCOT must proactively write generation, regulation and other AGC-related signals to QSEs, so the “SET…” functions of ICCP Conformance Block 1 are required.)

Values to be written shall be grouped together for each QSE and associated with a time stamp that is also written to the QSE. The time stamp shall indicate the time the group of values was written to the QSE.
Refer to Section 6.1.1, Data Sent to QSEs, for details on AGC-related data sent to QSEs, and the Nodal Protocol references associated with each data item.


3.4 Other Functionality
	Requirement ID
	SCD-FR8

	Requirement Name
	Data Availability Statistics 

	Protocol Reference
	Sections 8.1 (3)(c); 8.3 (1)(b); Telemetry Standards

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Telemetry Input Processor

	Sub-Process Element Coverage
	Partial

	Description: SCADA shall provide availability statistics on a point by point basis and on an TSP and QSE aggregated basis.  EMS displays shall be provided to show hourly, daily, monthly, and quarterly availability statistics on a point by point basis and on an aggregated basis. Each of these displays shall have sorting and filtering tabs  Availability statistics shall be archived.


	Requirement ID
	SCD-FR9

	Requirement Name
	Summary Displays and Tables 

	Protocol Reference
	Section 6.5.7.1.13 (3)

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Telemetry Input Processor

	Sub-Process Element Coverage
	Partial

	Description:  SCADA shall provide a summary display for each of the following:

a. Suspect status points

b. Suspect analog points
c. Stale points
d. Manual disabled points
e. Manual override points
f. Abnormal breaker and switch status
g. Limit violations
h. Base Points

 Each of these displays shall have sorting and filtering tabs.  All summary tables shall be archived.


	Requirement ID
	SCD-FR10

	Requirement Name
	ICCP Link Availability Statistics 

	Protocol Reference
	Section(s) 8.1 (3)(c)(ii) and 8.3 (1)(b)(ii)

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Communication Availability Monitor

	Sub-Process Element Coverage
	Partial

	Description:  SCADA shall provide ICCP link availability statistics.  EMS displays shall be provided to show hourly, daily, and monthly availability statistics for each ICCP link.  Availability statistics shall exclude planned outages.  Availability statistics shall be archived.


	Requirement ID
	SCD-FR11

	Requirement Name
	Critical Data Availability Statistics 

	Protocol Reference
	Sections 8.1 (3);8.3 (1), Telemetry Standard

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Telemetry Input Processor

	Sub-Process Element Coverage
	Partial

	Description: ERCOT shall uniquely identify critical data points and provide separate availability statistics on a point by point basis and on an aggregated basis.  EMS displays shall be provided to show hourly, daily, monthly, and quarterly availability statistics on a point by point basis and on an aggregated basis.  Each of these displays shall have sorting and filtering tabs.  Availability statistics shall be archived.


	Requirement ID
	SCD-FR12

	Requirement Name
	Stale Data Processing

	Protocol Reference
	Section(s): 6.5.7.1.13(a)

	Coverage of Protocol
	Full

	Traceability to Sub-Process
	Telemetry Input Processor

	Sub-Process Element Coverage
	Partial

	Description:  Market participants will associate every telemetered value transferred via ICCP with a time stamp having at least a 1 second resolution. SCADA shall use the time stamp to determine if the value received is “stale”. Each point in the real-time database shall have an attribute indicating whether “stale” data processing is to be applied to the value, and the number of seconds elapsed (the “stale time” attribute) before the value is considered to be “stale”. A second attribute shall be associated with every point indicating whether the value is or is not stale. For points designated to have “stale” processing applied, the received value’s time stamp shall be compared with the current system time to determine whether the value has exceeded its “stale time” attribute. Values exceeding “stale time” shall be marked “stale”. Values not exceeding “stale time” shall be marked “not stale”.
Note: ERCOT intends that the vendor assess the impact of this requirement on the processing requirements including any conflicts with reporting by exception or non-telemetered data being exchanged via ICCP.


	Requirement ID
	SCD-FR13

	Requirement Name
	Manual Override

	Protocol Reference
	Section(s) 6.5.7.1.5

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Manual Entry Processor

	Sub-Process Element Coverage
	Partial

	Description:  There shall be the capability for the ERCOT operators to override SCADA telemetry from one-line diagrams and station tabular displays to correct erroneous breaker and switch status before that information is processed by the Network Security Analysis for the next SCED interval.  


	Requirement ID
	SCD-FR14

	Requirement Name
	ICCP Quality code processing

	Protocol Reference
	Section(s): 3.10.7.4 (3)

	Coverage of Protocol
	Partial

	Traceability to Sub-Process
	Telemetry Input Processor; Manual Entry Processor

	Sub-Process Element Coverage
	Partial

	Description:  Per the TAC approved Telemetry Standards Document, SCADA shall process the following quality codes associated with ICCP status and analog data:
1. Valid – represents analog or status the market participant considers valid

2. Manual – represents a analog or status entered manually at the market participant (not received from the field electronically)

3. Suspect - Represents a analog or status in which the market participant is unsure of the validity 

4. Invalid – Represents an analog or status, which the market participant has identified as out of reasonability limits.

5. Com_fail – informs ERCOT that due to communications failure, the analog or status provided ERCOT is not current

SCADA shall produce alarms for any change in quality code as well as return to valid alarms.
SCADA shall convert data condition codes from each TDSP and QSE in a consistent manner for all applicable ERCOT applications.


	Requirement ID
	SCD-FR15

	Requirement Name
	Failover Performance

	Protocol Reference
	Section(s): 3.10.7.4 (4)(a)

	Coverage of Protocol
	Full

	Traceability to Sub-Process
	Telemetry Input Processor; Generation Control Output Processor

	Sub-Process Element Coverage
	Partial

	Description:  SCADA failover time shall not exceed five minutes.


4. Supplementary Requirements

	Requirement ID
	SCD-SR1

	Requirement Name
	SCADA Processing

	Requirement Type
	Performance

	Description: SCADA shall perform all data processing within the applicable scan interval according to the following processing times:

· 2-second data: 1 second

· 4-second data: 1 second

· 10-second data: 5 seconds

· 5-minute data: 30 seconds

· 10-minute data: 30 seconds

· 60-minute data: 60 seconds

Processing shall include data conversion (if necessary), reasonability checks, limit checks,  initiation of logging and alarming, storage in the real-time database, and activation of external processes where applicable.


	Requirement ID
	SCD-SR2

	Requirement Name
	Data Availability

	Requirement Type
	System and Communication

	Description:  SCADA shall monitor the availability of ICCP links. The cumulative availability in percentage shall be calculated for each hour, day and month. SCADA shall alarm if the availability falls below the pre-set monthly threshold. Availability thresholds shall be configurable by ERCOT Analysts. Initially these thresholds shall be configured as follows:

· TDSP ICCP links shall achieve a monthly availability of ninety-eight (98%) percent, excluding approved planned outages. 

· QSE ICCP links shall achieve a monthly availability of ninety-nine point ninety-nine (99.99%) percent, excluding approved planned outages.  

Availability will be measured based on end-to-end connectivity of the communications path and the passing of Real-Time data.  A link will be considered as available when at least the predefined percent (configurable by an ERCOT  Analyst and initially set to eighty-five (85%)) of the data defined on that link is successfully transferred to ERCOT with a valid or manual quality code. The current and previous month’s availability data shall be stored in EMS database and shall be viewable through EMS user interface.


	Requirement ID
	SCD-SR3

	Requirement Name
	No degradation in performance

	Requirement Type
	Performance

	Description:  There shall be no degradation in the performance of ERCOT systems as a result of the SCADA functions execution under full volume processing. 


	Requirement ID
	SCD-SR4

	Requirement Name
	Interface to ERCOT Custom Applications

	Requirement Type
	SCADA Application Interfaces

	Description:  SCADA shall interface to existing ERCOT custom applications (such as RTMONI) in the new system. (Please note that our current load forecast is dependent upon RTMONI calculations to support the weather zone calculations.)


	Requirement ID
	SCD-SR5

	Requirement Name
	Online User Documentation and Help System Requirements

	Requirement Type
	Training and Documentation

	Description:  User and operator software messages shall be formatted in plain English and generated at the application level for each application and not at the OEM software level (ORACLE, UNIX, etc.) Online help shall be context sensitive.
User documentation shall be made available for online access.


	Requirement ID
	SCD-SR6

	Requirement Name
	Database Sizing

	Requirement Type
	System and Communication

	Description:  The SCADA application shall be sized to process the data sizing specified in Section 6 of this document.


	Requirement ID
	SCD-SR8

	Requirement Name
	Standard SCADA functionality

	Requirement Type
	General

	Description:  SCADA shall include the following components:
Data acquisition and transfer, supervisory control, topology system, tagging and notes, on-line editor, Inter-Process Communication Routines, short term history files and support, routines for mapping telemetered data to EMS applications, long term historical data recording support, user defined calculations, loadshed routines, methods for providing current time and system frequency, logging of SCADA activities, status of SCADA applications, user and configuration, maintenance, and support displays.


	Requirement ID
	SCD-SR9

	Requirement Name
	Frequency Inputs

	Requirement Type
	Frequency Processing

	Description:  SCADA shall receive frequency measurements from Time receivers located at Austin and Taylor sites. Four time receivers will be provided with the system. Two time receivers will be located at Taylor and two at Austin. The SCADA process at each location shall read frequency and time error from all four time receivers and store the four Frequency and Time Error values in the real-time database.


	Requirement ID
	SCD-SR10

	Requirement Name
	Database Modification

	Requirement Type
	Database Maintenance

	Description:  The SCADA function shall provide on-line editing tools and screens to allow an EMS Analysts to add, remove, and edit data points telemetered from QSEs and TDSPs. 


	Requirement ID
	SCD-SR11

	Requirement Name
	Process Redundant Links

	Protocol Reference
	System and Communication

	Description:  Communication between ERCOT and market participants is provided by redundant communication links. One link traverses ERCOT’s Frame Relay network, and the other link traverses ERCOT’s DACS network. The DACS network acts as a backup to the Frame Relay network. If communication with a market participant is lost on the primary link, SCADA shall automatically establish (or otherwise activate) communication over the backup link.


5. Protocol Coverage

The following table summarizes the coverage extent (Full/Partial) of all relevant Nodal Protocols that are mentioned in this requirements document.

	Protocol
Sub-Section
	Section title
	Coverage by Requirements
(Full/Partial)
	Covered by Requirement

	3.6
	Load Participation
	Partial
	SCD-FR2

	3.10.7.2 (3)
	Modeling of Resources and Transmission Loads
	Partial
	SCD-FR1

	3.10.7.4
	Telemetry Criteria
	Partial
	SCD-FR16

Thru

SCD-FR24

	3.10.7.4 (2)
	Telemetry Criteria
	Partial
	SCD‑FR1

	3.10.7.4 (3)
	Telemetry Criteria
	Partial
	SCD‑FR14

	3.10.7.4 (4)(a)
	Telemetry Criteria
	Partial
	SCD-FR15

	3.10.8 (2) a
	Dynamic Ratings
	Partial
	SCD-FR1

	3.10.8.1 (1)
	Dynamic Ratings Delivered via ICCP
	Full
	SCD-FR1

	3.10.8.2 (2)
	Dynamic Ratings Delivered via ICCP
	Full
	SCD-FR1

	3.12.1 (2) b
	Mid-Term Load Forecast
	Partial
	SCD-FR4

	3.12.2 (2) b
	Long-Term Load Forecast
	Partial
	SCD-FR4

	3.13 (1)
	Renewable Production Potential Forecasts
	Partial
	SCD-FR5

	4.2.2 (1)
	Wind-Powered Generation Resource Production Potential
	Partial
	SCD-FR2

	4.2.2 (2)
	Wind-Powered Generation Resource Production Potential
	Partial
	SCD-FR2

	6.3.2 (2)
	Activities for Real-Time Operations
	Partial
	SCD‑FR7

	6.4.5 (1)
	Resource Status
	Partial
	SCD-FR2

	6.5.5.1 (1)
	Operational Data Requirements
	Partial
	SCD-FR2

	6.5.5.2 (2)
	Operational Data Requirements
	Full
	SCD-FR2

	6.5.5.2 (4)
	Operational Data Requirements
	Full
	SCD-FR2

	6.5.5.2 (6)
	Operational Data Requirements
	Full
	SCD-FR2

	6.5.5.2 (8) b
	Operational Data Requirements
	Partial
	SCD-FR2

	6.5.5.2 (8) c
	Operational Data Requirements
	Partial
	SCD-FR2

	6.5.7.1.1
	SCADA Telemetry
	Partial
	SCD‑FR13

	6.5.7.1.5
	Topology Consistency Analyzer / Override
	Partial
	SCD‑FR13

	6.5.7.1.7 (1)
	Real-Time Weather and Dynamic Rating Processor
	Partial
	SCD‑FR1

	6.5.7.1.13 (1) (a)
	Data Inputs and Outputs for the Real-Time Sequence and SCED
	Full
	SCD-FR1
SCD-FR6
SCD-FR12

	6.5.7.1.13 (1) (d) (ii)
	Data Inputs and Outputs for the Real-Time Sequence and SCED
	Full
	SCD-FR2

	6.5.7.1.13 (1) (e)
	Data Inputs and Outputs for the Real-Time Sequence and SCED
	Full
	SCD-FR1

	6.5.7.1.13 (3)
	Data Inputs and Outputs for the Real-Time Sequence and SCED
	Partial
	SCD-FR9

	6.5.7.2
	Resource Limit Calculator
	Partial
	

	6.5.7.3
	Security Constrained Economic Dispatch
	Partial
	

	6.5.7.4 (1)
	Base Points
	Partial
	SCD‑FR7

	6.5.7.5 (1)
	Ancillary Services Capacity Monitor
	Partial
	Section 6.3

	6.5.7.6.1 (3)
	LFC Process Description
	Partial
	SCD‑FR2

	6.5.7.6.1 (4)
	LFC Process Description
	Partial
	SCD‑FR2

	6.5.7.6.1 (8) j
	LFC Process Description
	Partial
	SCD‑FR2

	6.5.7.6.1 (9)
	LFC Process Description
	Partial
	SCD‑FR7

	6.5.7.6.2.1 (8)
	Deployment of Regulation Service
	Partial
	SCD‑FR7

	6.5.7.6.2.2 (11)
	Deployment of Responsive Reserve Service
	Partial
	SCD‑FR7

	6.5.7.6.2.2 (12)
	Deployment of Responsive Reserve Service
	Partial
	SCD‑FR7

	6.5.7.6.2.3 (4)
	Non-Spinning Reserve Service Deployment
	Partial
	SCD-FR7

	6.5.9 (1)
	Emergency Operations
	Partial
	SCD-FR7

	6.5.9.5 (i)
	Block Load Transfers between ERCOT and Non-ERCOT Control Areas
	Full
	SCD-FR3
SCD-FR1

	8.1 (3) (c)
	QSE/Resource Performance Monitoring and Compliance
	Full
	SCD-FR8
SCD‑FR10
SCD‑FR11

	8.3 (1) (b)
	TSP Performance Monitoring and Compliance
	Partial
	SCD-FR8
SCD-FR10
SCD‑FR11

	11.1.11 (3)
	Treatment of EPS RID Data
	Partial
	SR8

	11.6.2.1
	Sub-divide ERCOT into a practical granularity of “UFE Analysis Zones,” but no more than ten (10) zones, which can provide reliable and accurate data to be used for Cost/Benefit Analysis and decision making purposes
	Partial
	SR8

	11.6.3
	Data Collection and Metering Requirements For UFE Analysis Zones
	Partial
	SR8


6. Data Elements to be Exchanged

The tables below specify the data exchange requirements known as of the May 2006 protocols. The data includes information specifically identified in the protocols, and other data presently exchanged and/or expected to be needed to support operation under the TNP.

Data exchange undergoes continuous revision. The Operating Guides specify the official ERCOT data exchange requirements at any given point in time. Therefore, the tables below are intended as an initial guide to system sizing. The latest approved version of the Operating Guides supersede the information included here.
Anticipated maximum sizing parameters are:

Table 1 - Estimated Maximum Sizing Parameters

	Parameter
	Quantity

	Number of QSEs
	500

	Number of TDSPs
	100

	Number of Generation Resources
	2,000

	Number of Load Resources
	1,000

	Number of Busses
	24,000

	Number of Hubs
	200

	Number of Load Zones
	200

	Number of Generation Plants
	500

	Number of Autotransformers
	200

	Number of Reactors
	2,000

	Number of Capacitors
	2,000

	Number of Circuit Breakers
	35,000

	Number of Switches
	70,000

	Number of Weather Zones
	50

	Number of Transmission Lines
	20,000

	Number of Block Load Transfer Points
	20


6.1 QSE Data Exchange

6.1.1 Data Sent to QSEs

Table 2 - Per-QSE Data Sent to QSE

	Per-QSE Data Sent to QSE
	Frequency (sec)
	Nodal Protocol Reference

	Regulation MW
	4
	 6.5.7.6.2.1 (8)

	RRS MW
	4
	6.5.7.6.2.2 (11)

	Non-Spin Dispatch Instruction (on/off)
	4
	 6.5.7.6.2.3 (4)


Table 3 - Per- Generation Resource Data Sent to QSE

	Per-Generation Resource Data Sent to QSE
	Frequency (sec)
	Nodal Protocol Reference

	Generator Suspend Ramping to Base Point (on/off) 
	4
	 6.5.7.6.1 (9)

	Generator base point MW
	4
	 6.5.7.4 (1) b

	Generator LMP
	4
	 6.3.2 (2) table

	Generator BP above HASL due to RRS (on/off) 
	4
	 6.5.7.4 (1) c

	Pseudo unit dispatch (on/off) 
	4
	 6.5.7.4 (1) e

	Time of Dispatch
	4
	6.5.7.4 (1) d

	Other possible information (multiple values)
	4
	6.5.7.4 (1) e

	Emergency Basepoint (on/off)
	4
	6.5.9 (1)


Table 4 - Per-Bus Data Sent to QSE

	Per-Bus Data Sent to QSE
	Frequency (sec)
	Nodal Protocol Reference

	Hub or Load zone LMP
	4
	6.3.2 (2)


6.1.2 Data Received from QSEs

Table 5 - Per-QSE Data Received from QSE

	Per-QSE Data Received from QSE
	Frequency (sec)
	Nodal Protocol Reference

	Frequency (system)
	2
	 6.5.7.6.1 (3)

	Any agreed-upon additional data Resource (multiple data items)
	various
	6.5.5.2 (2) e

6.5.5.2 (4) b


Table 6 - Per-Plant Data Received from QSE

	Per-Plant Data Received from QSE
	Frequency (sec)
	Nodal Protocol Reference

	Plant auxiliary load
	10
	6.5.5.2 (2) c

	Switch status not monitored by TSP (possibly multiple switches)
	RBE
	6.5.5.2 (2) d


Table 7 - Per-Generation Resource Data Received from QSE

	Per-Generation Resource Data Received from QSE
	Frequency (sec)
	Nodal Protocol Reference

	Combined Cycle config no.
	2
	 6.5.5.2 (8) b

	Resource status
	RBE
	 6.4.5 (1)

6.5.5.1 (1)

	Generation Resource MW value
	2
	 6.5.5.2 (2) a

	Generation Resource Mvar 
	10
	 6.5.5.2 (2) b

	Generation Resource Breaker status
	RBE
	 6.5.5.2 (2) f

	Generation Resource Hi Sustained Limit (HSL)
	2
	 6.4.5 (1)
6.5.5.2 (2) g
6.5.7.1.13 (1) (d) (ii) (B)

	Generation Resource Lo Sustained Limit (LSL)
	2
	 6.4.5 (1)
6.5.5.2 (2) j
6.5.7.1.13 (1) (d) (ii) (C)

	Generation Resource Hi Emergency Limit  (HEL)
	2
	 6.5.5.2 (2) h

	Generation Resource Lo Emergency Limit (LEL)
	2
	 6.5.5.2 (2) i

	Text reason for any Resource where a Ramp Rate is deviating from a standard Ramp Rate curve for the Resource, or the HSL is less than, or LSL is greater than, the normal high and low limits set in protocol Section 3.7.1, Resource Parameter Criteria
	10
	6.4.5 (1)

	Generation Resource Reg-Up Schedule
	2
	 6.5.5.2 (2) k

	Generation Resource Reg-Down Schedule
	2
	 6.5.5.2 (2) k

	Generation Resource RRS Schedule
	2
	 6.5.5.2 (2) k

	Generation Resource Non-Spin Schedule
	2
	 6.5.5.2 (2) k

	Generation Resource Reg-Up participation factor
	2
	 6.5.5.2 (2) l

	Generation Resource Reg-Down participation factor
	2
	 6.5.5.2 (2) l

	Generation Resource RRS participation factor
	2
	 6.5.5.2 (2) l

	Generation Resource Inhibit Reg-Up status
	2
	 6.5.5.2 (6)

	Generation Resource Inhibit Reg-Down status
	2
	 6.5.5.2 (6)

	Generation Resource Normal Ramp Rate
	2
	 6.4.5 (1)

	Generation Resource Emergency Ramp Rate
	2
	 6.4.5 (1)

	Generation Resource DSR Base Point
	2
	 6.5.7.6.1 (8) j

	Generator Step-up transformers tap position
	10
	6.5.7.1.13 (1) (d) (ii) (A)


Table 8 - Per-Load Resource Data Received from QSE

	Per-Load Resource Data Received from QSE
	Frequency (sec)
	Nodal Protocol Reference

	Load Resource MW
	2
	 6.5.5.2 (4) a

	Resource status
	RBE
	 6.4.5 (1)
6.5.5.1 (1)
6.5.5.2 (8) b
6.5.5.2 (8) c

	Load Resource breaker status
	RBE
	 6.5.5.2 (4) c

	Load Resource high-set under-frequency relay status (if RRS resource)
	RBE
	 6.5.5.2 (4) g

	Load Resource Low Power Consumption (LPC)
	2
	6.5.5.2 (4) d

	Load Resource Maximum Power Consumption (MPC)
	2
	6.5.5.2 (4) e

	Load Resource Reg-Up Schedule
	2
	3.6 (implied)

	Load Resource Reg-Down Schedule
	2
	3.6 (implied)

	Load Resource RRS Schedule
	2
	6.5.5.2 (4) f

	Load Resource Non-Spin Schedule
	2
	3.6 (implied)

	Load Resource Reg-Up participation factor
	2
	3.6 (implied)

	Load Resource Reg-Down participation factor
	2
	3.6 (implied)

	Load Resource RRS participation factor
	2
	3.6 (implied)

	Load Resource Inhibit Reg-Up status
	2
	3.6 (implied)

	Load Resource Inhibit Reg-Down status
	2
	3.6 (implied)

	Load Resource NRAMP
	2
	3.6 (implied)

	Load Resource ERAMP
	2
	3.6 (implied)

	Load Resource DSR Output Schedule
	2
	6.5.5.2 (2) e


Table 9 - Per Wind Resource Data Received from QSE
	Per Wind Resource Data Received from QSE
	Frequency (sec)
	Nodal Protocol Reference

	Wind Speed
	10
	6.5.7.1.13 (1) (e)
4.2.2 (1) (implied)

	Wind Direction
	10
	4.2.2 (1) (implied)

	Temperature
	10
	4.2.2 (1) (implied)

	Barometric Pressure
	10
	4.2.2 (1) (implied)


6.2 TDSP Data Exchange

Table 10 - Per-Buss Data Received from TDSP

	Per-Buss Data Received from TDSP
	Frequency (sec)
	Nodal Protocol Reference

	Buss Voltage kV
	10
	6.5.7.1.13 (1) (a) (i)


Table 11 - Per-Transformer Data Received from TDSP

	Per-Transformer Data Received from TDSP
	Frequency (sec)
	Nodal Protocol Reference

	Transformer Flow MW
	10
	6.5.7.1.13 (1) (a) (ii)

	Transformer Flow Mvar
	10
	6.5.7.1.13 (1) (a) (ii)

	Transformer Flow MVA (calculated)
	10
	6.5.7.1.13 (1) (a) (ii)

	LTC Tap Position
	10
	6.5.7.1.13 (1) (a) (v)


Table 12 - Per-Transmission Line Data Received from TDSP

	Per-Transmission Line Data Received from TDSP
	Frequency (sec)
	Nodal Protocol Reference

	Line Flow MW
	10
	6.5.7.1.13 (1) (a) (ii)

	Line Flow Mvar 
	10
	6.5.7.1.13 (1) (a) (ii)

	Line Flow MVA (calculated)
	10
	6.5.7.1.13 (1) (a) (ii)


Table 13 - Per-Shunt (Inductive or Capacitive) Data Received from TDSP

	Per-Shunt (Inductive or Capacitive) Data Received from TDSP
	Frequency (sec)
	Nodal Protocol Reference

	Shunt Mvar
	10
	6.5.7.1.13 (1) (a) (ii)

	Shunt Flow MVA (calculated)
	10
	6.5.7.1.13 (1) (a) (ii)


Table 14 - Per-Circuit Breaker Data Received from TDSP

	Per-Circuit Breaker Data Received from TDSP
	Frequency (sec)
	Nodal Protocol Reference

	Circuit Breaker MW flow
	10
	3.10.7.4 (2) (implied)

	Circuit Breaker Mvar
	10
	3.10.7.4 (2) (implied)

	Breaker Status (with normal status indicator)
	RBE
	3.10.7.4 (2) (implied)
6.5.7.1.13 (1) (a) (iii)
6.5.7.1.13 (1) (a) (iv)


Table 15 - Per-Load Data Received from TDSP

	Per-Switch Data Received from TDSP
	Frequency (sec)
	Nodal Protocol Reference

	Switch Status (with normal status indicator)
	RBE
	3.10.7.4 (2) (implied)
6.5.7.1.13 (1) (a) (iv)
6.5.7.1.13 (1) (a) (iii)


Table 16 - Per-Load Data Received from TDSP

	Per-Load Data Received from TDSP
	Frequency (sec)
	Nodal Protocol Reference

	Load in MW
	10
	3.10.7.4 (2) (implied)

	Load in Mvar
	10
	3.10.7.4 (2) (implied)


Table 17 - Per-DC Injection Point Data Received from TDSP

	Per-DC Injection Point Data Received from TDSP
	Frequency (sec)
	Nodal Protocol Reference

	DC Injection in MW
	10
	3.10.7.2 (3)

	DC Injection in Mvar
	10
	3.10.7.2 (3)

	DC Tie Status
	RBE
	3.10.7.2 (3) (implied)


Table 18 - Per- Block Load Transfer Point Data Received from TDSP

	Per-Block Load Transfer Point Data Received from TDSP
	Frequency (sec)
	Nodal Protocol Reference

	Switching Device Status at BLT points
	RBE
	6.5.9.5 (i)

	BLT MW
	10
	6.5.9.5(i)

	BLT MVAR
	10
	6.5.9.5(i)


Table 19 - Per Weather Zone Tie Line Data Received from TDSP

	Per Weather Zone Tie Line Data Received from TDSP
	Frequency (sec)
	Nodal Protocol Reference

	Temperature
	10
	6.5.7.1.13 (1) (e)
6.5.7.1.7 (1)

	Wind Speed (if available)
	10
	6.5.7.1.13 (1) (e)
6.5.7.1.7 (1)


Table 20 - Per Dynamic Rating Data Received from TDSP

	Per Dynamic Rating Data Received from TDSP
	Frequency (min)
	Nodal Protocol Reference

	Line ID
	10/RBE
	3.10.8.1 (1) (a)

	From Status
	10/RBE
	3.10.8.1 (1) (b)

	To Station
	10/RBE
	3.10.8.1 (1) (c)

	Normal Rating
	10/RBE
	 3.10.8.1 (1) (d)

	Emergency Rating
	10/RBE
	 3.10.8.1 (1) (d)

	15-Minute Rating
	10/RBE
	 3.10.8.1 (1) (d)


6.3 Data Available to All Market Participants

Table 21 - Data Available for Reading by All Market Participants

	Data Available for Reading by Market Participants
	Frequency (sec)
	Nodal Protocol Reference

	Responsive Reserve Capacity from Generation Resources
	10
	6.5.7.5 (1) a

	Responsive Reserve Capacity from Load Resources
	10
	6.5.7.5 (1) b

	Non-Spinning Reserve available from On-Line Generation Resources with Energy Offer Curves
	10
	6.5.7.5 (1) c

	Non-Spinning Reserve available from undeployed Load Resources
	10
	6.5.7.5 (1) d

	Non-Spinning Reserve available from Off-Line Generation Resources
	10
	6.5.7.5 (1) e

	Non-Spinning Reserve available from Resources with Output Schedules
	10
	6.5.7.5 (1) f

	Undeployed Reg-Up and undeployed Reg-Down
	10
	6.5.7.5 (1) g

	Available capacity with Energy Offer Curves in the ERCOT System that can be used to increase Base Points in SCED
	10
	6.5.7.5 (1) h

	Available capacity with Energy Offer Curves in the ERCOT System that can be used to decrease Base Points in SCED
	10
	6.5.7.5 (1) i

	Available capacity without Energy Offer Curves in the ERCOT System that can be used to increase Base Points in SCED
	10
	6.5.7.5 (1) j

	Available capacity without Energy Offer Curves in the ERCOT System that can be used to decrease Base Points in SCED
	10
	6.5.7.5 (1) k











� Set Data Set Element Values and Set Data Value are standard ICCP services defined in IEC 870-6-503, TASE.2 Services and Protocol. These services are included in ICCP Conformance Block 1 which defines the minimum required functionality of ICCP. Set Data Set Element Values and Set Data Value services are specified here to make it clear that ERCOT will not send AGC-related services to QSEs using the Device Control services of ICCP Conformance Block 5. The Device Control services of ICCP are unacceptable because they do not support quality codes. TASE.2 is another name for ICCP.
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