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1. Definition

1.1 Background

SCR 745 was created as a collaborative effort between the Market Stakeholders as a directive from RMS to the Texas Data Transport Working Group (TDTWG). The sponsor of SCR 745 Debbie McKeever is the Chair of the TDTWG. The directive was to investigate the frequency of outages experienced by the ERCOT commercial application systems.
1.2 Impact Analysis Objectives

The objective is to provide an environmental analysis of ERCOT commercial application systems as related to system outages reported in the SCR and provide a recommended solution.

1.2.1 Success Criteria

The goal is to provide a menu of system change recommendations based on the outage evaluations that would eliminate or virtually eliminate system outages.

Availability clearly defined.

1.3 Scope

The project scope defines the boundaries of the analysis.  It identifies areas to be included as well as areas that are excluded.  

	In Scope
	Out of Scope

	· Systems and duration impacted by unplanned outages


	· Durations of Planned outages


1.4 Milestones

	Deliverable
	Description
	Milestone Date

	Initial Analysis 
	Detailed Work Breakdown Structure of tasks, milestones, and assignments
	6/2/2005



	Impact Analysis
	Impact Analysis
	7/8/2005



	RMS Presentation
	Presentation on Impact Analysis for 7-13 RMS
	7/8/2005




1.5 Impact Analysis Roles

The following Roles were identified in support of the Impact Analysis.  Where applicable, the ERCOT project resource assigned to the role is identified.

· SCR 745 Sponsor (Debbie Mckeever) – The Market Stakeholder sponsor responsible for providing definition of the SCR (scope) for the project and regularly monitoring the SCR through the process.

· Coordinating Manager (David Farley, Christian Lane, Troy Anderson)
· Delivery Manager (David Farley, Christian Lane, Todd Baxter, Mohan Yeggoni) – The ERCOT manager that directs resources that are assigned to the analysis tasks.  Delivery managers include development managers, resource managers, operations managers, release and testing managers.  The delivery manager is responsible for providing estimates, determining resource availability (internal and contract labor), assigning resources, tracking work progress for quality and timely completion.  The delivery manager is responsible for acknowledging assignments and reporting progress to the coordinating manager.

· Subject Matter Expert (Brian Cook, James Whitlock, David Yurick, Steve Hargas, Steve Fuller, Jonathan Pulcini, Rachael Hatfield, Mike Maher, Michael Hanna) – The ERCOT SME is an individual who has a thorough knowledge of a business process, market process, system process, and/or job duties or tasks. This knowledge qualifies the individual to assist in the project development process including the requirements gathering, project deliverables (examples include detailed requirements, use cases and test plans), process analysis and business vision.  Normally, a SME will provide technical documentation, training and materials in his/her area of expertise as it relates to a given project.  The SME is responsible for defining the requirements and reporting progress on tasks to the coordinating manager.

· Analysis Resource (Jonathan Pulcini, Rachael Hatfield) – Any ERCOT, contract or market resource assigned to the analysis by the SCR owner or delivery manager.  Resources could include developers, production support, system administration and technical support personnel.  

1.6 Analysis Approach

This section provides an overview of the Impact Analysis approach. 

Review Outages and classify by system and type. Also identify the single points of failure. When coming up with recommended solutions report information on:

· Training 

· Business Process 

· Monitoring

· System Architecture

· Application

· Network

The Training, Business Process and Monitoring sections are operational areas.  Two major operations objectives are to:

1.  Reduce the Meantime to Recovery and 

2.  Increase the Meantime Between Outages.  

The Training, Business Process and Monitoring sections will include the intention of the actions taken and recommended actions in the above terms (1 and 2) in green font.

Due to the timeline the System Analysis and recommendations will focus on the identified single points of failure related to the Retail Market Processing Systems. 

Communications and Status Reporting

	Communication Type
	Information Provided
	Dates

	Weekly Status Meetings 
	Regular Summary of Project Activity
	5-24 Initial line item analysis/categorization review

5-31 Initial line item analysis/categorization review

6-7 Recommendations based on analysis

6-14 Recommendations based on analysis 

6-21 Recommendations based on analysis

6-24 Draft for review 

7-1 Draft for review

7-8 Draft for approval



	Special – As Needed
	Break out sessions as needed for individual systems
	As needed

	Outage Updates
	Recap of outages encountered after SCR 745 was drafted.  SCR 745 included outages beginning Jan 1, 2004 through April 30, 2005.
	TDT WG Meetings


Assumptions

	Number
	Assumptions

	1
	Internal ERCOT resources assigned to this Analysis will be available as needed

	2
	Market expectations of ERCOT Retail Market systems have increased over time. 

	3
	Target Availability is dependant on solution selected

	4
	% Solution coverage - 92

	5
	There is sufficient power, space and cooling in the Taylor/Austin data center for these recommendations

	6
	In the event there are insufficient racks and chassis, this effort will require the build of a new rack and chassis

	7
	Outage Analysis includes a +/- 2-3% variance over original SCR

	8
	PR-50013 Capacity True up project will partially address environmental differences between the test and production environments.

	9
	PR-50121 (Service Oriented Architecture SOA) will address HA concerns for the TCH/EAI portions of this SCR


2. System analysis 
2.1 Analysis Information

This section will show additional analysis of ERCOT retail system outages.

2.1.1 Summary of analysis

ERCOT SMEs gathered a collection of Incident Reports into an excel spreadsheet ranging between January 1, 2004 and April 30, 2005.  Each outage was analyzed and categorized according to the application the outage affected, the type of issue (System, Process, and Training).  Each outage identified was also prescribed an SCR Action item such as Training, Process Improvement and/or High Availability.

Based on the analysis of each incident, ERCOT SMEs captured key information:

1. Duration of outages by application area

2. Number of outages by application area

3. Distributions of outages by application area as percentage (outage time vs. number of outages)

4. Summary of Gaps Addressed vs. Not Addressed in the following areas:

a. Training

b. Business Process

c. Monitoring

d. System\Architecture

e. Application

f. Network

5. Single Points of Failure by Application

6. Duration of Outages attributed to Single Points of Failure vs. Outages not attributed to Single Points of Failure

2.1.2 Initial analysis revisions

Describe the process of reduction of scope – After reviewing the initial outage information and classifying outages as related to a single point of failure architecture it was apparent that providing solutions to reduce or virtually eliminate single points of failure would address a significant portion of the numbers (Diagram 3 below) and duration (Diagram 4 below) of unplanned outages. Based on the 25 day impact analysis period and the heighten awareness to the need for performance in the Retail Market it was decided to focus particularly on the Retail Systems for this deliverable. In looking at some of the Retail systems it was determined that for the TCH-EAI system, PR-50121 will provide the system architecture and application delivery. It was also determined that the Siebel system will not be included since the outage data collected for the Siebel system was based on the Siebel 6.3 thick client architecture and with the implementation of Siebel 7.7 and its load balanced thin client architecture we have not experienced any unplanned outages related to any previously collected data.

Diagram 1
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Recent analysis has determined slight percentage differences based on categorization changes than previously included in SCR 745.

Diagram 2
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Diagram 3
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Diagram 4
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System Summary
2.1.3 All Retail

System as is diagram.
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2.1.3.1 Overview 


This system has a common single point of failure that impacts all other Retail Sub Systems. There is currently one HP RP-8400 Database server with all Retail Sub Systems contained within. 

Operational Costs (Training, Business Process, Monitoring): 4.2.1
Architectural Costs (System Architecture, Application, Network): 4.2.2
2.1.3.2 Training

1. Actions Taken:

a. Importance of database’s role was emphasized to Retail Commercial Operations

b. Process to recover from a database outage was reviewed and updated (↓ Meantime to Recovery)
c. Provided Console Operators with training on database check alerts mentioned in section 2.2.3 1.a (↓Meantime to Recovery)
i. TNSPING of database(s)

ii. Escalation

2. Recommended Actions:

a. Provide the Console Operators with continued training on a scheduled basis (monthly, quarterly) (↓Meantime to Recovery)
b. Provide IT Operations staff with ITIL training (↓Meantime to Recovery, ↑ Meantime Between Outages)
ITIL: The ITIL (IT Infrastructure Library) consists of 7 sets: Service Support; Service Delivery; Planning to Implement Service Management; ICT Infrastructure Management; Applications Management; Security Management; The Business Perspective.  ITIL is a framework outlining worldwide accepted best practices for IT Service Management. The concepts within ITIL support IT service providers in the planning of consistent, documented, and repeatable processes that improve service delivery to the business.  (Definition Source: http://www.itil-itsm-world.com/ and http://www.pemcocorp.com/library/glossary.htm)

(25 FTEs – See Option 1 of All Retail Cost Estimate and Option Description: 4.2.1)

2.1.3.3 Business Process

1. Actions Taken:

a. Quarterly Hardware Diagnostics and Maintenance (↑ Meantime Between Outages)
i. Diagnostics

· Diagnostics are run 

· This indicates if there are hardware issues requiring attention

· Example: bad memory cell found on Database server

ii. Quarterly Hardware Maintenance 

· Server patches are applied to maintain servers at current patch level

· Patches to the Operating System and firmware are first applied to lower environment (ITEST)

· Known hardware issues are addressed including memory card replacements, disk reallocations, network firmware patches, etc…

· Patches and hardware maintenance follow the Change Control (OCC) process

2.  Recommended Actions:



N/A

2.1.3.4 Monitoring

1. Actions Taken:
a. Database connectivity checks: (↓ Meantime to Recovery)
i. Every 2 minutes, a utility (<app_name>_Db_alert.class) logs into each of the databases

ii. If the utility cannot log in, an alert is raised indicating there is a potential issue

b. Hardware alerts: (↓ Meantime to Recovery, ↑ Meantime Between Outages)
i. UNIX servers raise alerts indicating hardware issues are encountered or require attention

2. Recommended Actions:

a. Improve the robustness of the Database connectivity checks by executing them from HP Openview rather than their current location (production EAI server) (↓ Meantime to Recovery)
(30 FTE hours to modify, 15 to test, 4 to implement – See Option 2 of All Retail Cost Estimate and Option Description: 4.2.1)

2.1.3.5 System Architecture /Application
1. Oracle RAC on a HP-UX/Veritas Cluster  

2. Oracle Real Application Clustering RAC on Linux Cluster 

3. Linux RAC for NAESB and alternatives

a. Linux RAC for NAESB

b. HP-UX Service Guard – HP-UX Cluster Solution
c. HP-UX Oracle Standby – Replicated database to allow manual recovery
d. HP-UX (Hybrid of 1 and 2)

Diagram for Options 1, 2, 3a and 3d:

Linux or HPUX Real Application Clustering (RAC)
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Diagram for Option 3b: HPUX Service Guard
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Diagram for Option 3c: Standby
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2.1.3.6 Network
Network infrastructure currently supports high availability

2.1.4 TCH-EAI
System as is diagram.
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Operational Costs (Training, Business Process, Monitoring): 4.3.1
Architectural Costs (System Architecture, Application, Network): 4.3.2
2.1.4.1 Training

1. Actions Taken:

a. Retail Commercial Operations

i. With the upcoming implementation of Service-Oriented Architecture (SOA), the TCH-EAI Operations team was trained on TIBCO software since TIBCO is the software and architecture on which SOA is built (↓ Meantime to Recovery)

b. Console Operations

i. With the upcoming implementation of Service-Oriented Architecture (SOA), the Console Operators team lead was trained on TIBCO software since TIBCO is the software and framework on which SOA is built (↓ Meantime to Recovery)

ii. The Console Operators received TCH-EAI training:  how to monitor and escalate and an overview of the application’s role in the Retail Market (↓ Meantime to Recovery)
iii. The Console Operators received Problem Management training:  how to handle, document and escalate problems (↓ Meantime to Recovery, ↑ Meantime Between Outages)
2. Recommended Actions:

a. Provide the Console Operators with continued training on a scheduled basis (monthly, quarterly) (↓ Meantime to Recovery)
b. With the implementation of SOA, the Console Operators will require training on TIBCO software since TIBCO is the software and framework on which SOA is built (↓ Meantime to Recovery)
(6 @ 24 FTE hours each, 6 TIBCO classes – See Option 1 of TCH-EAI Cost Estimate and Option Description: 4.2.1) Business Process

1. Actions Taken:

a. Diagnostics are run (↑ Meantime Between Outages)
i. This indicates if there are hardware issues requiring attention

ii. Example: bad memory cell found on Database server

b. Maintenance (↑ Meantime Between Outages)
i. Operating System and firmware patches are applied to maintain servers at current patch level

ii. Patches to the Operating System and firmware are first applied to lower environment (ITEST)

iii. Known hardware issues are addressed including memory card replacements, disk reallocations, network firmware patches, etc…

iv. Patches and hardware maintenance follow the Change Control (OCC) process

c. 6am and 4pm automated component restart (↑ Meantime Between Outages)
i. Key components and components with known issues are cycled to minimize queue bottlenecks

ii. As new components are identified as having issues, they are added to the component restart list 

2. Recommended Actions:

a. With the implementation of SOA, the implementation of TIBCO Hawk will provide more robust application and transaction level monitoring (↓ Meantime to Recovery)
2.1.4.2 Monitoring

1. Actions Taken:

a. Processing checks

i. TCH Monitor Alert (↓ Meantime to Recovery, ↑ Meantime Between Outages)
· Every hour, a utility checks to ensure that inbound transactions receive a response

· The utility finds a response transaction for 814_01, 814_16, 814_20 and 814_24 type transactions

· It finds the corresponding inbound transaction and determines the time in minutes it took to process that transaction

· In the event a response transaction is not found, an alert is raised

· In the event the response exceeded the threshold, an alert is raised

· These alerts clearly describe to the console operator what actions to take (component restart, escalation, etc) TCH Pulse Transactions

ii. SeeBeyond Pulse

· Every 15 minutes, an 814_01, 814_16, 814_20 and 814_24 type transaction is dropped into TCH to guarantee there is something to process thereby minimizing false alarms with the TCH Monitor Alert.

iii. TCH Daily Report

· This report summarizes exceptions for the previous day.  There is a second aspect of this which reports an alert should exceptions exceed a threshold so that operations and EDIM can take action.

iv. 814_20 Processing Email

· A daily process sends out an email in the event there are 814_20 transactions that updated Siebel and not LodeStar

b. Queue checks (↓ Meantime to Recovery, ↑ Meantime Between Outages)
i. Counts

· Processing issues are often encountered when a subscribing component stops pulling transactions from a queue

· When the count of transactions exceeds a threshold, an alert is raised indicating there is a processing issue

· These alerts clearly describe to the console operator what actions to take (component restart, escalation, etc)

ii. First Enqueue vs. Last Enqueue Times

· Processing issues are often encountered when a subscribing component stops pulling transactions from a queue

· When the time between the insertion of the last transaction into a queue and the first insertion of a transaction into a queue exceeds a threshold, an alert is raised indicating there is a processing issue

· These alerts clearly describe to the console operator what actions to take (component restart, escalation, etc)

c. Component level checks (↑ Meantime Between Outages)
i. Manual checks of key components 

· Some vital components and components with known issues are checked manually by the console operators on an hourly basis

· The documentation provided indicates what actions to take with a first level approach and what actions to take to escalate

ii. Automated checks of key components (TCH-EAI_Component_Issues_Alerts_email)

· Some components (scheduled) are checked with an automated script

· When alerts are encountered (last runtime exceeds scheduled runtime) an issue is raised

· These alerts clearly describe to the console operator what actions to take (component restart, escalation, etc)

iii. Alerts via eGate SNMP

· Component Down SNMP eGate Trap (in 2 schemas) - When a component is shutdown an alert is sent, maximum one an hour to avoid excessive alerts when bringing a schema down. 

· Component Unable to Connect to Control Broker (in 2 schemas) - When a component loses connection to a control broker, the control broker may have shut down or some other problem happened regarding resources, network etc…  This may or may not mean there is an immediate problem.

· IQ Directory Monitoring - Monitoring is done on the physical size of IQ directories on each server.  Alerts are sent if the directories exceed 1 gig. 

· CPU Alert - CPU utilization is monitored so we can be proactive addressing any possible issues that may result from running hot.  This is on all servers.

· Memory Alert - Memory utilization is monitored so we can be proactive addressing any possible issues that may result from running hot. This is on all servers.

· Disk Space Alert - Disk utilization is monitored so we can be proactive addressing any possible issues that may result from a drive filling up.

d. Production Verification Reports (↓ Meantime to Recovery, ↑ Meantime Between Outages)
i. Every hour, a summarization report covering the previous hour is sent to the TCH-EAI team

ii. The report indicates the count of transactions processed and the time it takes for sampled transaction (one of each type - inbound) to receive a response

e. Hardware alerts: (↓ Meantime to Recovery, ↑ Meantime Between Outages)
i. UNIX servers raise alerts indicating hardware issues are encountered or require attention

2. Recommended Actions:

a. Run the TCH Monitor every 15 minutes (↓ Meantime to Recovery, ↑ Meantime Between Outages)  

(20 FTE hours to modify, 10 to test, 2 to implement – See Option 2 of Cost Estimate and Option Description: 4.2.1) 

2.1.4.3 System Architecture/Application
Currently there is an effort within ERCOT to replace our existing legacy TCH-EAI applications with a SOA (Service Oriented Architecture) based approach using TIBCO technologies. Our deployment approach will allow for a high availability configuration.

The TIBCO infrastructure allows for the deployment of software and processes across multiple machines. At run time components will be running on at least two machines simultaneously. In the event that one machine stops running, the second machine where the component is also deployed will continue to process.

In order to deliver high availability within the SOA application area, there are dependencies on the storage, database, network, physical server configurations and end point applications. Storage, database and network services must be available in order for the SOA applications to execute.

The TIBCO applications will run on IBM eServer BladeCenter HS20 servers. Multiple blade servers physically reside in a chassis and multiple chassis reside in a rack. It is possible for a chassis to fail effectively causing the blade servers that reside within that chassis to become unavailable. It is recommended that redundant components reside on blade servers that do not reside in the same chassis. 

In order to deliver high availability processing of business process across integrated applications, each of the participating application services must be configured for high availability. If an endpoint service is not available, the SOA application will simply wait for that service to become available. When the service becomes available, the SOA applications will continue processing. Currently the endpoint services that the SOA applications are dependant upon are Siebel and Lodestar.
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TIBCO High Availability Configuration Diagram

A TIBCO high availability domain consists of these elements, numbered correspondingly in the TIBCO High Availability Configuration Diagram.

1. TIBCO Administration Server – The production administration domain will have two or more TIBCO Administration Servers to support the administration domain components. 

2. Components - Component software includes the TIBCO Business Works engine, any TIBCO adapter, and the EMS server.

3. Machines - Each TIBCO administration domain contains multiple machines. A machine can be added to an administration domain when a TIBCO component is installed or replicated for high availability. 

4. User and Access Information - User and authorization information is specified with the TIBCO Administrator GUI and is stored in the domain data store.

5. Projects – A project is created with the TIBCO Designer GUI.  Once the project is ready for use, an Enterprise Archive Repository (EAR) file is created in the TIBCO Designer.  The EAR file is then loaded to the TIBCO Administrator using the Administrator GUI.  The project is then configured and deployed to the servers where the processes will run. During the deployment, projects will be deployed in a high availability configuration as discussed above.

2.1.4.4 Network –
Network infrastructure sufficient to support TCH-EAI solution.

2.1.5 NAESB

System as is diagram.
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Operational Costs (Training, Business Process, Monitoring): 4.4.1
Architectural Costs (System Architecture, Application, Network): 4.4.2
2.1.5.1 Training

1. Actions Taken: (↓ Meantime to Recovery)
a. Console Operators were trained to follow Proxy document to provide quick Level One support. 
b. Console Operators were trained to provide appropriate escalation. 
c. Console Operators were trained to follow inbound and outbound NAESB alert documentation to provide level one action 
d. Console Operators were trained to provide appropriate escalation.

2. Recommended Actions:
a. With the implementation of NAESB Monitor Scripts (2a under section 2.4.3) the Console Operators can be trained to determine if the problem exists on ERCOT’s side or the MP’s side and proceed accordingly.  (↓ Meantime to Recovery, ↑ Meantime Between Outages)
b. (10 FTE hours to prepare training, 8 training sessions = 16 FTE hours - See Option 1 of Cost Estimate and Option Description: 4.4.1)  Train Console Operators on the NAESB GUI (2b under section 2.4.3), should ERCOT build one.  
c. (10 FTE hours to prepare training, 8 training sessions = 16 FTE hours - See Option 2 of Cost Estimate and Option Description: 4.4.1)

2.1.5.2 Business Process

1. Actions Taken:

a. Weekly reboot of PRW2KT65 to avoid unplanned outages.

b. Implementation of multiple scripts to ensure data is flowing.

(↓ Meantime to Recovery, ↑ Meantime Between Outages)
2. Recommended Actions:

a. Allow for MPs to enable/disable themselves in the NAESB GUI when they perform maintenance.  

(300 FTE hours to modify, 125 to test, 10 to implement  - See Option 3 of Cost Estimate and Option Description: 4.3.1)

b. Create a better, more efficient way to add new MPs to the NAESB system.  
(60 FTE hours to build, 25 to test, 5 to implement - See Option 4 of Cost Estimate and Option Description: 4.4.1)

(↓ Meantime to Recovery, ↑ Meantime Between Outages)
2.1.5.3 Monitoring

1. Actions Taken:

a. Implemented scripts that monitor directories of high volume Market Participants to ensure that ERCOT is sending and receiving files.

b. Implemented Openview processes that monitor scripts to ensure they don’t run too long.

c. Implemented a Proxy Log Scanner that reports on errors received by the web proxy.

d. Implemented a script to ensure that an outbound file that initially fails is re-queued and sent out.

(↓ Meantime to Recovery)
2. Recommended Actions:

a. Implement script that monitors NAESB DB tables to ensure that files are being received and sent.  (This is probably a more efficient way to perform 1a above.)  

(75 FTE hours to create, 35 to test, 5 to implement - See Option 5 of Cost Estimate and Option Description: 4.4.1)

b. Create Pulse transactions from an outside system and pass them through NAESB.  Alert if NAESB response is not received after x tries.  

(80 FTE hours to build, 40 to test, 5 to implement - See Option 6 of Cost Estimate and Option Description: 4.4.1)

c. Create GUI for NAESB.  GUI should allow for enabling/disabling of MPs and addition of MPs. 

(150 FTE hours to build, 75 to test, 10 to implement - See Option 3 of Cost Estimate and Option Description: 4.4.1)

d. Make all SNMP traps configurable.  Modify existing code to allow for modification of the SNMP traps sent to Openview.  

(120 FTE hours to build, 80 to test, 10 to implement - See Option 7 of Cost Estimate and Option Description: 4.4.1)

(↓ Meantime to Recovery, ↑ Meantime Between Outages)
2.1.5.4 System Architecture 

2.1.5.4.1 Option 1 Sun V880 Cluster for proxy

This option mitigates all single points of failure for the NAESB proxy servers. 

Each site, Taylor and Austin, will have a clustered pair of Sun V880 servers. The V880 server itself provides redundancy at the CPU, memory, power and internal disk level.  Using Veritas Volume Manager, the OS disks will be mirrored to guard against a disk failure.  Each server will have redundant connections to the external disks on the SAN and will utilize PowerPath to ensure seamless failover in the event of a hardware failure.  Additionally, redundant connections to the network will be available and failover will be possible at the physical layer via IPMP and at the software layer via the Veritas Cluster Server.

By moving the data off local disks, we will also have full site-to-site data replication.

Using Veritas Cluster Server (VCS) are able to cluster the boxes to guard against a total systems failure on either node.  If at any point any single component fails on one node, the cluster services will roll that function to the associated component on the other node.  The separate clusters in Taylor and Austin will be identical.  Using GSM (Veritas’s Global Cluster Manager) we will be able to not only failover from node to node at one site, but also be able to provide full site-to-site failover; all from a single management point.


[image: image12.wmf]Current NAESB Configuration

Proposed NAESB Configuration

Inbound

Outbound

Single points of failure.

Network

Processor

Memory

Power

Disk

Disposable hardware

No Fault Tolerance

Local disk storage

No Redundancy

No Replication

Inbound

Outbound

Inbound

Outbound

Single points of failure

none

Fault tolerant hardware

SAN storage

Redundant RAID configuration

Replicated

Fully Clustered Solution (VCS Cluster)

Redundancy

Network (Physical & IPMP)

Processor (8 -1.2MHz each)

Memory (64G)

Power (3 each)

Internal Disks (2 to 12)

Data Disks (SAN)

Sun v120

Sun v120

Sun v880

Sun v880



[image: image13.wmf]G

S

M

High Level View of NAESB Proxy Cluster Solution

Sun v880

Sun v880

Austin

VCS

B

a

y

 

N

e

t

w

o

r

k

s

B

a

y

 

N

e

t

w

o

r

k

s

Network Switch

Network Switch

Sun v880

Sun v880

Taylor

VCS

B

a

y

 

N

e

t

w

o

r

k

s

B

a

y

 

N

e

t

w

o

r

k

s

Network Switch

Network Switch



[image: image14.wmf]eri0

eri0

System Expansion Slots

 HBA

Quad Ethernet

Empty

 HBA

GBIT

GBIT

Quad Ethernet

Empty

Empty

Slot 8 (66MHz)

Slot 2 (33MHz)

Slot 1 (33MHz)

Slot 0 (33MHz)

Slot 5 (33MHz)

Slot 6 (33MHz)

Slot 7 (66MHz)

Slot 3 (33MHZ)

Slot 4 (33MHz)

System A

 HBA

Quad Ethernet

Empty

 HBA

GBIT

GBIT

Quad Ethernet

Empty

Empty

Slot 8 (66MHz)

Slot 2 (33MHz)

Slot 1 (33MHz)

Slot 0 (33MHz)

Slot 5 (33MHz)

Slot 6 (33MHz)

Slot 7 (66MHz)

Slot 3 (33MHZ)

Slot 4 (33MHz)

System B


Parts List

Hardware


2 Sun V880 Servers (8x64)


4 Emulex HBA Cards


4 Sun Quad Ethernet Network Cards


4 Sun Gigabit Network Cards (Copper)

Software


Veritas Cluster Server 4.0


Veritas Cluster Agent for Apache


Veritas Foundation Suite


PowerPath

Professional Services


Veritas Cluster Install

Licensing and Maintenance 


Service maintenance for hardware


Software maintenance for all Veritas products and PowerPath

FTE Requirements 

Initial


120-160 man-hours for build, test and documentation.

Ongoing


No additional manpower needed.


*Recommend additional training for selected members of existing UNIX team

2.1.5.4.2 Sun V120 Redundant Servers
 This option will provide redundancy to address the Server level single point of failure. Two additional servers will be located in Taylor and two additional servers will be located in Austin. This will not be a clustered solution it will be a load balance solution. 
This solution will reduce the frequency and duration of proxy outages. The individual server hard is not fault tolerant.
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2.1.5.5 Application

2.1.5.5.1 Option 1 Separate Application Server Cluster 

This option moves peripheral NAESB processes (data encryption, decryption) to the PaperFree cluster and separates inbound and outbound transmissions to disconnected clusters.
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Advantages

· System outages due to high volumes of outbound transactions do not affect inbound processing.

· Clustering provides high availability/failover for applications.

· Peripheral processes moved to PaperFree cluster offsets load on inbound and outbound systems.

Disadvantages

· Separate clusters disallow clustered caching of data. Caching of data allows the possibility to continue processing in the face of database failures (or network failures to the database).

· Inefficient utilization of resources. If servers in the outbound cluster are over utilized for a period of time, they are not able to process outbound transactions on other less utilized machines.

· Only tolerates one system failure in inbound and outbound clusters.

Other Considerations

The inbound and outbound* proxies can be configured two different ways for handling inbound connections. The first considers the inbound servers as active-active, which requires simple round-robin load balancing abilities in the proxies. The seconds considers the inbound servers as active-passive, which only requires simple failure detection/failover abilities.

* The outbound proxy handles inbound connections when it receives out-of-connection responses from certain market participants, which require the outbound proxy to be able to route to inbound servers as well.

Impacts

· Decouple NAESB inbound/outbound code.

· Deploy Peripheral NAESB processes on the PaperFree cluster.

· Deploy (and possibly modify) PaperFree’s Workload for the NAESB Outbound cluster.

· Rewrite NAESB-PaperFree interface to pull from NAESB file system.

2.1.5.5.2 Option 2 Hybrid Application Cluster
This option moves outbound transaction processing to the PaperFree system in order to utilize PaperFree’s load balancing and high availability capabilities.
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Advantages

· Increases processing capabilities for outbound transactions as well as PaperFree processes.

· Greatly increases reliability for both PaperFree and NAESB outbound.

· Lower maintenance costs with PaperFree’s load balancing capabilities consolidated in a single cluster.

Disadvantages

· Separate clusters disallow clustered caching of data. Caching of data allows the possibility to continue processing in the face of database failures (or network failures to the database).

· Only protects against one system failure in inbound and cluster.

· Scattered logic. Some outbound transaction logic will still exist in the inbound cluster. EBXML transactions are not sent directly to market participants, but require the market participant to connect to the inbound server to retrieve the data.

Impacts

· Decouple NAESB inbound/outbound code.

· Deploy Peripheral NAESB processes (including outbound process) on the PaperFree cluster.

· Rewrite NAESB-PaperFree interface to pull from NAESB file system.

2.1.5.5.3 Option 3 Combined Application Cluster 

This option unifies the NAESB Inbound and Outbound cluster from Option 1 to increase reliability.
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Advantages

· Reliability greatly increased for inbound and outbound processing.

· Peripheral processes moved to PaperFree cluster offsets load on inbound and outbound transactions.

· Clustered caching can be applied to allow servers to continue processing in the face of database failures (or network failures to the database).

· Efficient utilization of resources. Outbound transaction processing is distributed across the cluster. 

· Requires fewer machines to provide HA in the face of one system failure.

Disadvantages

· This solution requires more aggressive load balancing from the proxy servers to be able to detect which server is least utilized when handling inbound traffic. 

Impacts

· Decouple NAESB inbound/outbound code.

· Deploy Peripheral NAESB processes on the PaperFree cluster.

· Deploy (and possibly modify) PaperFree’s Workload for the NAESB cluster.

· Rewrite NAESB-PaperFree interface to pull from NAESB file system.

· Introduce a clustered object cache and failover code for database or file system failures.

· Possibly create an Apache module to interface with the Workload Manager to properly load balance requests.
2.1.5.6 Network 

Network infrastructure sufficient to support the NAESB solution

PaperFree

System as is diagram.
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Operational Costs (Training, Business Process, Monitoring): 4.5.1
Architectural Costs (System Architecture, Application, Network): 4.5.2
2.1.5.7 Training

3. Actions Taken:

a. Trained Console Operators on which thread errors to report on for PaperFree.

(↓ Meantime to Recovery)
4. Recommended Actions:

a. Train Console Operators to respond properly to the configurable SNMP traps for 2a under 2.5.3.  

(10 FTE hours to prepare training, 8 training sessions = 16 FTE hours - See Option 7 of Cost Estimate and Option Description: 4.4.1)

b. Train Console Operations on PaperFree GUI and what to do when responding to configurable SNMP traps. 

(10 FTE hours to prepare training, 8 training sessions = 16 FTE hours - See Option 1 of Cost Estimate and Option Description: 4.5.1)

(↓ Meantime to Recovery)
2.1.5.8 Business Process

5. Actions Taken:

a. Eliminated file e*ways in favor of DB e*ways.

(↑ Meantime Between Outages)
6. Recommended Actions:

a. Submit pulse transactions through NAESB and PaperFree. (See 2.4.3 2.b)

b. Streamline migrations into packages that are easier to implement.  

(80 FTE hours to build, 40 to test, 5 to implement hours - See Option 2 of Cost Estimate and Option Description: 4.5.1)

(↓ Meantime to Recovery, ↑ Meantime Between Outages)
2.1.5.9 Monitoring

7. Actions Taken:

a. Created monitoring scripts to ensure that processes are on at all times and servers are enabled at all times.

b. Created monitoring scripts to ensure that processes are actually processing data.

c. Implemented flag file monitoring script to ensure processes are not running out of control.

(↓ Meantime to Recovery, ↑ Meantime Between Outages)
8. Recommended Actions:

a. Make all SNMP traps configurable.  Modify existing code to allow for modification of the SNMP traps sent to Openview. 

(80 FTE hours to build, 40 to test, 2 to implement)

(↓ Meantime to Recovery)
2.1.5.10 System Architecture/Application 

2.1.5.10.1 Option 1 File System Cluster

This option includes the improvements to the file system availability.

The file system is a single point of failure as the server and volumes are not clustered. If the server or the volumes suffer an outage the entire environment suffers an outage.

Resolution summary:

As data is received into the PaperFree environment, the data is pushed to a file system cluster, which may be accessed, via virtual IP address. The PaperFree components will access the file system using the same virtual IP address so that an outage to a host is transparent to the application. 

The database option is to be addressed in the “All Retail” alternatives.
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Advantages

· Loss of a server in file server cluster does not affect application processing.

· Clustering provides high availability/failover for file system.

· Current application supports this solution

Disadvantages

· Adds a technological of level of complexity

Considerations

Clustering of file system servers adds additional complexity. Research needs to be done to determine best method to accomplish task. 

May include change of platform in which file system is hosted. All changes need to be completely tested functionally and under larger than production load to ensure that once live with new architecture no issues are left outstanding.

DB HA options addressed in separate effort, all should be transparent to application.

Impacts

Code changes may not be necessary depending on capabilities with clustering of file system. Testing of application will be a substantial effort.

Option 2 Local File System

This option moves away from a file server to local storage disks on each processor machine.

Resolution summary:

As data is received into the file systems the controller will have to poll each file system for each server within the configurations. Once data is located the Controller will create an event for processing. A processor service will update the event with an X status (X to be determined) and then the Controller will move the data to the local mounted data volume of the processor server. The processor will then execute the process associated with the event type. The resulting outputs will be located on the same servers’ file system. The archived data for that process type will be located on that same servers’ file system.
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Advantages

· Removes dependency on file system server clustering.

· Performance - Local file system management vs. shared drive layer

Disadvantages

· Processing interruptions may result in delay of persistent data for processes executing on server experiencing interruption in service.

· Configuration management. Copies of code / configurations exist on multiple servers, causing potential out of synch conditions.

· Supportability. Adds increased support for managing multiple file systems in both data and process management.

· Requires EVENTS table now be archived in order to locate archives easily because events table depicts which server processed the data. 

· Will result in backup processes and anti-virus processes which execute locally on machines to run long consuming resources for extended periods of time due to localized data volumes. PaperFree components can benefit by having these resources available for data processing. 

· Code changes to architecture components, scope pending detailed design.

Impacts

· Controller and Processor code changes 

· Database / Data retention costs

· Support documentation and training

2.1.5.11 Network 

Network infrastructure sufficient to support the PaperFree solution

3. Summary of Recommendations

This section will summarize alternatives and cost of the ERCOT Team Recommendations.

	System
	Option
	Analysis
Area
	Description
	Cost ($)
	Comments

	All Retail
	
	Training, Business Process, Monitoring
	ITIL Training, Increase Database Monitoring
	79,685
	 

	All Retail
	Option 3a
	System/Application
	Linux RAC for NAESB
	440,000
	Stand Alone HA solution Replicated to Austin

	All Retail
	Option 3d
	System/Application
	HP ServiceGuard, Veritas, RAC
	1,210,000
	HA solution for the balance of the Retail Market applications. No Austin failover capability

	TCH-EAI 
	
	Training, Business Process, Monitoring
	TIBCO Training, Increased TCH Monitoring
	26,680
	 

	NAESB
	
	Training, Business Process, Monitoring
	UI Training, Automation, Increased Monitoring
	66,105
	 

	NAESB
	Option 1
	System
	Option 1 - V880 Cluster
	370,000
	 

	NAESB
	Option 4
	Application
	Option 4 - Hybrid Application Cluster
	165,000
	 

	PaperFree
	
	Training, Business Process, Monitoring
	UI Training, Automation
	10,815
	 

	PaperFree
	Option 1
	System/Application
	Option 1 - File System Cluster
	75,000
	 

	
	2,443,285
	


4. Appendix

4.1 Appendix A -  Recent Outages

Summary of outages since completion of SCR 745 as SCR 745 includes January of 2004 through April 2005.

	Date (duration)
	Application
	Description
	SCR 745 Implication

	5/25/2005 (85 mins)
	PaperFree
	· 85 minute delay in processing data

· Script that moves data to PaperFree from NAESB stopped running

·  Monitoring indicated there were processing issues.

· Threshold reduced to indicate more quickly
	· Improved monitoring (action already taken) will reduce the Meantime to Recovery for issues with the mentioned script.

	5/31/2005 (25 mins)
	EAI
	· 25 minute hold of transactions in PaperFree

·  Processing issue/degradation for 140 minutes

·  Transaction reprocessing required

·  SNMP alert raised issue

·  Queue issues addressed
	· With SOA, the process to address queue issues should decrease if not go away as queue issues will not longer present themselves

	06/14/2005 (60 mins)
	PaperFree
	· The switch on Blade chassis PaperFree servers are attached to stopped responding

· The switch is redundant; however, because a switch hung, it never indicated to the other switch that it was down

· Patch to firmware on switch identified and slated for 7/9 hardware maintenance
	· Proposed PaperFree solution will address single point of failure on file system.
· Machines will reside on separate chassis to prevent all machines associated with any one given application to fail

	06/15/2005 (300 mins)
	EAI
	· Backlog of transactions in queue

·  Application issue; ticket opened with vendor

·  Don’t anticipate resolution from vendor
	· With SOA, the process to address queue issues should decrease if not go away as queue issues will not longer present themselves

	06/23/2005 (45 mins)
	PaperFree
	· The switch on Blade chassis PaperFree servers are attached to stopped responding (same as 06/14)

· Switch was patched prior to reinstatement of application
	· Same as 06/14


4.2 All Retail Cost Estimates

4.2.1 Training/Business Process/Monitoring Cost Estimates

	 
	Description
	FTE Hours
	Cost ($)
	FTE Count
	Unit (Cost)
	Cost ($)
	 Total Cost 
	Benefit
	Concerns/Notes

	1
	ITIL Training
	600
	39,000
	25
	1500
	37,500
	 $ 76,500 
	ITIL will provide best business practices in the area of IT operational excellence.  Operations personnel will attend the appropriate ITIL training.  Example: Console Ops will attend Problem Management training.
	3 days @ 8 hrs/day* 6 people @ $65/hour

	2
	DB Monitoring Modification
	49
	3,185
	0
	0
	0
	 $   3,185 
	Improved robustness of database checks
	 


4.2.2 System Architecture/Application Costs

	 
	Description
	Single Node Failure Impact
	HW Impact
	HW Cost ($)
	Storage Impact
	SW Impact
	SW Cost ($)
	FTE Cost ($)
	Ext Cost ($)
	 Total Cost 
	Benefit
	Concerns/Notes

	1
	HP ServiceGuard, Veritas, RAC - All Databases
	HA
	HP Server(s)
	$450,000
	Temp
	HP SG, Veritas, Oracle RAC
	$800,000
	$180,000
	$200,000
	$1,630,000
	Highest Availability overall
	New HW in all environments, complex time consuming data migration, organization technical readiness

	2
	Linux, RAC, All Databases
	HA
	x New x86 Servers
	$450,000
	Temp
	Linux, Oracle RAC
	$800,000
	$180,000
	$200,000
	$1,630,000
	Highest Availability overall 
	New HW in all environments, complex time consuming data migration, organization technical readiness

	3a
	Linux, RAC for NAESB
	HA
	x New x86 Servers)
	$100,000
	Temp
	Linux, RAC
	$100,000
	$120,000
	$120,000
	$440,000
	Highest Availability for NAESB 
	New HW in all environments, complex time consuming data migration, organization technical readiness

	3b 
	HPUX Active/Passive Automated for the rest.
	5 Mins
	HP Server(s)
	$450,000
	None
	HP SG
	$400,000
	$180,000
	$120,000
	$1,150,000
	Better availability for rest
	Non-active redundancy

	3c 
	HPUX and Oracle Standby
	5 Mins
	HP Server(s)
	$600,000
	Yes
	
	$0
	$180,000
	$0
	$780,000
	Better availability for rest
	Non-active redundancy, Doubles the storage needed

	3d
	HP-UX (Hybrid of 1 and 2)
	HA
	HP Server(s)
	$350,000
	None
	HP SG, Veritas, Oracle RAC
	$700,000
	$60,000
	$100,000
	$1,210,000
	Highest Availability overall
	New HW in all environments, complex time consuming data migration, organization technical readiness


4.3 TCH EAI Cost Estimates

4.3.1 Training/Business Process/Monitoring Cost Estimates

	 
	Description
	FTE Hours
	Cost ($)
	FTE Count
	Unit (Cost)
	Cost ($)
	 Total Cost 
	Benefit
	Concerns/Notes

	1
	TIBCO Training for 
Console Ops
	240
	15,600
	6
	1500
	9,000
	 $ 24,600 
	Decrease the meantime to recovery for SOA/TIBCO-related issues due to improved know-how at Console Ops desk
	3 days @ 8 hrs/day* 6 people @ $65/hour

	2
	TCH Monitor Modification
	32
	2,080
	0
	0
	0
	 $   2,080 
	Improve response time to recognize and address issues within TCH and EAI
	 


4.3.2 System Architecture/Application Costs

	 
	Description
	Single Node Failure Impact
	HW Impact
	HW Cost ($)
	Storage Impact
	SW Impact
	SW Cost ($)
	FTE Cost ($)
	Ext Cost ($)
	 Total Cost 
	Benefit
	Concerns/Notes

	1
	TIBCO
	HA
	0
	0
	
	
	0
	0
	0
	
	
	Implementation cost covered in SOA project


NAESB Cost Estimates

4.3.3 Training/Business Process/Monitoring Cost Estimates

	 
	Description
	FTE Hours
	Cost ($)
	FTE Count
	Unit (Cost)
	Cost ($)
	 Total Cost 
	Benefit
	Concerns/Notes

	1
	NAESB Monitor 
Script Training
	16
	1,040
	0
	0
	0
	 $   1,040 
	Train Console Operators to address traps raised by NAESB monitor script
	Depends on creation of script (Option 5)

	2
	NAESB GUI Training
	26
	1,690
	0
	0
	0
	 $   1,690 
	Train Console Operators to use NAESB GUI for MP Self management
	Depends on creation of GUI (Option 3)

	3
	NAESB GUI Development/
MP Self Service
	435
	28,275
	0
	0
	0
	 $ 28,275 
	Develop a web-based GUI that will allow MP's to enable and disable themselves in the event of an outage on the MP side.  This will prevent ERCOT from encountering issues as a result of an MP issue.
	 

	4
	NAESB MP Setup Automation
	90
	5,850
	0
	0
	0
	 $   5,850 
	Minimize problems introduced by human error through error-prone manual process
	 

	5
	NAESB Monitor Script
	115
	7,475
	0
	0
	0
	 $   7,475 
	Decrease the meantime to recovery and prevent outages by more actively alerting NAESB issues.
	 

	6
	NAESB Pulse Transactions
	125
	8,125
	0
	0
	0
	 $   8,125 
	Decrease the meantime to recovery and prevent outages by more actively alerting NAESB issues.
	 

	7
	NAESB Traps Configurable
	210
	13,650
	0
	0
	0
	 $ 13,650 
	Provide flexibility and nimbleness to adjust to monitoring needs.  Improve ERCOT operations' ability to respond and address issues preventing outages and recovering more quickly.
	 


4.3.4 System Architecture/Application Costs

	 
	Description
	Single Node Failure Impact
	HW Impact
	HW Cost ($)
	Storage Impact
	SW Impact
	SW Cost ($)
	FTE Cost ($)
	Ext Cost ($)
	 Total Cost 
	Benefit
	Concerns/Notes

	1
	4 Proxy Servers v880 

	HA
	4 v880

Peripherals
	250,000
	10,000
	Veritas
	40,000
	30,000
	0
	370,000
	True hardware cluster
	Must select one of option 3-5

Recommended

	2
	4 Proxy Servers v120 

	Redundant
	4 v120

Peripherals


	12,000
	0
	NA
	0
	85,000
	0
	97,000
	Redundant servers
	Must select one of option 3-5

	3
	Separate application server cluster
	HA
	4 x86 Servers
	20,000
	10,000
	Veritas
	40,000
	105,000
	
	175,000
	Removes Single point of failure
	

	4
	Hybrid application server cluster
	HA
	4 x86 Servers
	20,000
	10,000
	Veritas
	40,000
	95,000
	
	165,000
	Removes Single point of failure
	Recommended

	5
	Combined application server cluster
	HA
	4 x86 Servers
	20,000
	10,000
	Veritas
	40,000
	165,000
	
	235,000
	Removes Single point of failure
	Most complex


4.4 PaperFree Cost Estimates

4.4.1 Training/Business Process/Monitoring Cost Estimates

	 
	Description
	FTE Hours
	Cost ($)
	FTE Count
	Unit (Cost)
	Cost ($)
	 Total Cost 
	Benefit
	Concerns/Notes

	1
	PaperFree GUI Training
	26
	1,690
	0
	0
	0
	 $   1,690 
	Improve ERCOT Operations' ability to respond to processing issues.
	 

	2
	Streamline/Package PF Implementations
	125
	8,125
	0
	0
	0
	 $   8,125 
	Minimize problems introduced by human error through manual process
	 


4.4.2 System Architecture/Application Costs

	 
	Description
	Single Node Failure Impact
	HW Impact
	HW Cost ($)
	Storage Impact
	SW Impact
	SW Cost ($)
	FTE Cost ($)
	Ext Cost ($)
	 Total Cost 
	Benefit
	Concerns/Notes

	1
	Cluster File System
	HA
	1 x86 Server
	5,000
	0
	Cluster Software
	40,000
	30,000
	0
	75,000
	Removes single point of failure
	Recommended

	2
	Local File System
	Redundant
	NA
	0
	40,000
	NA
	0
	65,000
	0
	105,000
	Removes single point of failure.

Not as complex
	System available at 99.99% but not necessarily ALL data.


4.5 Definitions

API: Application Programming Interface: Abbreviation of application program interface, a set of routines, protocols, and tools for building software applications. A good API makes it easier to develop a program by providing all the building blocks. A programmer puts the blocks together. Although APIs are designed for programmers, they are ultimately good for users because they guarantee that all programs using a common API will have similar interfaces. This makes it easier for users to learn new programs.

CA: Certificate Authority. A CA is an authority in a network that issues and manages security credentials and public keys for message encryption and decryption.

Cluster:  A group of servers that are typically on different physical machines and have the same applications configured within them, but operate as a single logical server.

CPU:  Central processing unit:  the main computational section of a computer that interprets and executes millions of instructions per second.

CSA: Commercial Systems Applications: Package 2 of the original market delivery.

DADW: Data Archive Data Warehouse: the internal ERCOT organization and application area responsible for the development and delivery of the data archive and warehouse. Now known as EIS (Enterprise Information Services).

DB: Acronym for database
DNS:  Domain Name Server (or System/Service): an Internet service that translates domain names into IP addresses.

DMX:  Symmetrix DMX:  series of Storage Area Network products manufactured and marketed by a storage vendor.  Used analogously with SAN.
DMZ:  Demilitarized Zone: a middle ground between a trusted internal network and an untrusted, external network (for example, the Internet). The DMZ is a subnetwork (subnet) that may sit between firewalls or off one leg of a firewall.
EAI:  Enterprise Application Integration:  an application instance of SeeBeyond used to integrate the systems within ERCOT.  Example: TCH to Siebel, TCH to Portal/TML, etc…

EDM: Electronic Delivery Mechanism. See NAESB EDM standards www.naesb.org
ESI ID: Electric Service Identifier: The ESI ID number is a unique premise identifier

ETS: ESI ID Tracking System: used by ERCOT internal.

FasTrak: Retail Market Issue resolution system.
FTP:  File Transfer Protocol:  a mechanism for transferring files from one computer to another, often across a network or via a modem.

GISB: Versions before 1.6 of the EDM transport protocol developed by NAESB. See NAESB.

GIGABYTE: One billion bytes. One byte is 8 bits. The letter “a” on the keyboard is 8 bits expressed as 10000110, where 1 and 0 represent “on” and “off” gates.

HA:  High Availability:  a protocol and associated execution that ensures a certain relative degree of computing-system operational continuity in any downtime event.

HP: Acronym for the company Hewlett Packard. Typically refers to systems developed and or sold by HP.

LDAP:  Lightweight Directory Access Protocol: a protocol used to access a directory listing. It is being implemented in Web browsers and e-mail programs to enable lookup queries.
MAESTRO:  The scheduling software used at ERCOT to batch and process wholesale data.

Memory:  Any hardware that can store data for later retrieval (RAM: Random Access Memory).

MOS: Market Operating System

NAESB:  North American Energy Standards Board:  the primary industry forum for development and promotion of business practice and electronic communication standards in North American wholesale and retail natural gas and electricity markets.

ODBC: Open DataBase Connectivity: standardized interface, or middleware, for accessing a database from a program.

OS: Acronym for Operating System

PaperFree:  The application at ERCOT responsible for mapping EDI into XML inbound into ERCOT and XML into EDI outbound.

RAC:  Real Application Clusters or RAC is a replacement for Oracle Parallel Server (OPS) shipped with previous database releases. RAC allows multiple instances on different nodes to access a shared database on a cluster system.

SeeBeyond: Packaged integration software used at ERCOT for its TCH and EAI solutions.

Components include IQs (proprietary file-base queuing), BOBs (business object brokers), and e*Ways (process mechanisms).

Siebel:  the registration application at ERCOT.

SAN:  Storage Area Network:  a network designed to attach computer storage devices such as disk array controllers and tape libraries to servers. 

SNMP: Simple Network Management Protocol: the network management protocol used almost exclusively in TCP/IP networks. SNMP provides a means to monitor and control network devices, and to manage configurations, statistics collection, performance, and security.

Stronghold:  Stronghold is a commercial version of Apache Web Server, distributed by RedHat Inc.

TCH:  Transaction Clearing House:  an application instance of SeeBeyond that processes retail transactions at ERCOT.  

TCP/IP: Transmission Control Protocol/Internet Protocol: the basic communication language or protocol of the Internet

TML:  Texas Market Link:  the ERCOT Portal 

Verisign:  a trusted Certificate Signing Authority which validates the owner and signs Digital IDs for use with secure Internet applications

VxFS:  Veritas File System: a file system that was developed by Veritas Software as the first commercial journaling file system. Through an OEM agreement, VxFS is used as the primary file system of the HP-UX operating system, although HP-UX calls it JFS. It is also supported on AIX, Linux, and Solaris.
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