ICCP/RTU Telecommunications Infrastructure Business Case Analysis
The “ICCP/RTU Telecommunications Infrastructure Business Case” document fails to accurately identify DNP 3.0 capabilities thus showing an inaccurate ICCP advantage for the QSE-ERCOT link.  This document is provided to rectify certain incorrect DNP 3.0 statements as well as call into question other statements made about DNP 3.0 in the aforementioned business case document.
Capacity and Performance

- Page 7, “…each RTU has a performance limit of about 70 setpoints…”
The business case document does not provide the performance benchmark that was used to evaluate the performance degradation of a DNP 3.0 RTU (both pseudo and real as well as DNP serial and DNP TCP/IP) with more than “about 70 setpoints”.  How was this “performance limit” obtained?

[ERCOT]  In section 4.1.1, the statement is made that “ERCOT must add a communication channel and the participant must add an RTU when the point count in a given RTU exceeds about 70 setpoints.”  This is the state of the current Zonal system.
The performance limit was obtained considering the following: (1) the number of input data every 2 seconds and (2) the number of output data (setpoints) every 4 seconds.  The current system was evaluated and the benchmark was determined.

The following DNP connections on the ERCOT systems consistently post scan delay errors.

RTU 1 ( 58 setpoints with 197 input points

RTU 2 ( 53 setpoints with 234 input points

RTU 3 ( 52 setpoints with 201 input points

RTU 4 ( 47 setpoints with 214 input points

RTU 5 ( 45 setpoints with 203 input points

RTU 6 ( 44 setpoints with 167 input points
Note that the limit of 70 setpoints stated in the document was intentionally conservative, but 50 setpoints is more realistic.  See section 5 for the Nodal data requirements.
- Page 7, “The DNP communication processors are presently at maximum load.”

If this statement is referring to the QSE, then this appears to be a gross generalization without any such evidence.  For example, while this generalization may be true of insufficient EMS equipment at other sites, the virtual (Mailbox) RTU at Suez Energy North America still has approximately 80% CPU idle time and the server also handles other roles such as data acquisition and primary database server.
Furthermore, it has been my experience over the last 6 years that DNP 3.0 serial inherently causes poor performance due to bandwidth limits.  This reduced bandwidth performance can appear as poor processor performance particularly if the amount of data is large and the scan rate is fast, thus causing scan overlaps which not only strain the serial connections but also the processor.

[ERCOT]  The statement in the document is related to the front-end processor at ERCOT, not the MP’s RTUs.  (Admittedly, the statement in the document was not clear.)  Our analysis is based on ERCOT’s technical ability to support 2000 Setpoints today and 4000 Setpoints for Nodal frequency control.  This does not include the 18,000 LMP values (#QSEs x #LMPs).
- Section 6.1.1 Capacity and Performance

The first paragraph of this section fails to mention the ability of DNP 3.0 to send block outputs (object 12, variation 1 for status and object 41, variations 1 and 2 for analog).  This DNP 3.0 functionality allows the master to send a block or “batch” of controls in a single control message to the DNP 3.0 slave instead of having to send a single control per message.  This functionality eliminates much of the bandwidth overhead described in this section.
[ERCOT]  The ERCOT system currently utilizes object 41 with block controls.  Once the numbers get greater than 50 setpoints we will end up with two control groups or blocks.

The ERCOT system must utilize group or block controls.  If not we would only be able to send 4 setpoints every 4 seconds and maintain the 2 second scan rate for input data.
- Section 6.2.1 Capacity and Performance

This section appears to be based on an untested and unproven hypothesis: “Although raw bandwidth is not an issue, the added TCP/IP stack processing overhead plus DNP stack processing may further constrain performance”.  This section should state facts and not guesses.  A performance test should have been done to expose any performance issues between DNP over serial and DNP over TCP/IP.  This issue is incomplete
[ERCOT]  ERCOT has tested serial DNP at higher baud rates, but found no performance improvements.  ERCOT discovered that the compression processing created a turn-around delay.  This offset the transport improvements.
ERCOT extrapolated the results from the previously mentioned test, and applied it to the IP communications, to come to the conclusion that DNP/IP would not perform significantly better (perhaps a little).  ERCOT ceased pursuing this line of investigation once it was determined that DNP/IP would not produce a significant performance improvement. The severity of the capacity and quality code issues made the performance issue of low importance.
Quality Codes

- Section 4.1.2 Quality Code Issues
Regarding the ERCOT-to-QSE quality codes, while it is true that DNP 3.0 does not contain support for sending data quality codes in command messages from the master to the slave, it is unclear why this is relevant.  Why would ERCOT send an “invalid” or “abnormal” AGC setpoint to the MP?  Why would it matter to the MP whether the ERCOT AGC setpoint is coming from the “Normal” or “Current” source?  This issue is incomplete.
As far as the QSE-to-ERCOT quality codes, if the QSE system did not measure up to the ERCOT quality code standards, then the ERCOT qualification process should have failed.  This should have ensured that any quality codes required by ERCOT would be provided by the QSE regardless of the DNP RTU (pseudo or real) used by the QSE.
[ERCOT]  MPs have requested that ERCOT provide Quality codes.  Since this was not supported with DNP, ERCOT’s system was patched to not send certain AGC signals if suspect.  
We can’t argue with your second paragraph.  However, because of quality code issues compromises were made so that the Zonal market could be opened.  Because we could not provide quality codes due to the master/slave relationship, we could not enforce those requirements on the MPs.
The sending of quality codes is required by the Nodal Protocols.  One example can be found in Section 3.10.7.4(3):

The telemetry provided to ERCOT by each TSP must be updated at a 10 second or less scan rate and be provided to ERCOT at the same rate.  Each TSP and QSE shall install appropriate condition detection capability to notify ERCOT of potentially incorrect data from loss of communication or scan function.  Condition codes must accompany the data to indicate its quality and whether the data has been measured within the scan rate requirement.  Also, ERCOT shall analyze data received for possible loss of updates.  Similarly, ERCOT shall provide condition detection capability on loss of telemetry links with the TSP and QSE.  ERCOT shall represent data condition codes from each TSP and QSE in a consistent manner for all applicable ERCOT applications.

- Section 6.1.2 Quality Codes

This section fails to describe why the ICCP quality codes are more desirable than DNP quality codes.  The ICCP quality codes mentioned in this section appear to have similar value to their DNP quality code counterpart, i.e. an ICCP quality code of “valid” would be the same as the DNP quality code of “online”.

Furthermore, this section fails to mention how the ICCP quality codes are defined, i.e. how a value is determined to be “normal” or “abnormal”, how a value is determined to be “current” or “stale”, etc.  Thus, this quality code definition appears to add more complexity to the overall database maintenance for ICCP.

Another possible issue with ICCP quality codes is related to the different vendors of ICCP.  As noted by the business case regarding DNP 3.0, there are inconsistent quality code semantics across the vendors.  There is no guarantee that these inconsistencies will not exist with ICCP.
[ERCOT]  ICCP can provide a consistent definition of quality codes to and from.  The quality code definitions are being defined by ERCOT.  ICCP does not suffer from the master/slave issue.  
- Section 6.3.2 Quality Codes

This section, while attempting to describe a subset of ICCP quality codes, fails to mention how ICCP quality codes are better than DNP 3.0 quality codes.  This section also fails to mention how ICCP quality codes are defined, i.e. how a value is determined to be “normal” or “abnormal” and how a value is determined to be “current” or “stale”.

[ERCOT]  Reference the response to section 6.1.2.
Database Maintenance

- Section 4.1.3 Database Maintenance Issues
This paragraph is simply false.  DNP 3.0 has the ability to report floating point (i.e. engineering unit) values to the master through the use of DNP 3.0 object 100, variations 1, 2, or 3.  It should also be noted that DNP 3.0 adheres to the IEEE floating point standard.
[ERCOT]  This is a reference to the current DNP scaling of raw and engineering units.  The analysis was made that supporting floating point numbers would not appreciably improve the maintenance.
Also, there will be no performance improvement.
- Section 6.1.3 Database Maintenance

The first paragraph of this section, like Section 4.1.3, does not address the DNP 3.0 floating point ability.

[ERCOT]  See above.

The second paragraph of this section describes problems with the ICCP data quality and not DNP 3.0 data quality.  DNP 3.0 data quality is simply determined by the slave device.
[ERCOT]  This is not describing a problem with ICCP data quality, it is referencing the fact that with ICCP the owner of the data is responsible of determining the quality of the data and with DNP the person receiving the data along with the sender have to coordinate the data quality.
- Section 6.3.3 Database Maintenance

Although this section may describe ICCP database maintenance for some EMS systems, it is unclear whether all EMS systems share the same maintenance abilities.

[ERCOT]  While we cannot determine every vendor’s capability, ERCOT’s experience with existing MPs is that they all can query the data sets that they have read permission for.
Hardware Maintenance

- Section 6.3.4 Hardware Maintenance

While this section mentions the simplification of hardware maintenance with ICCP, the same arguments, with the exception of RTU’s, apply to DNP over TCP/IP.  Furthermore, this section also fails to explain that QSEs with EMS systems that currently do not have ICCP will need to acquire the ICCP hardware and/or software which will increase the amount of hardware and/or software maintenance.

[ERCOT]  In Table 21, the reduced hardware maintenance for DNP/IP reflects the same conclusion.

The document contains a cost table in each section.  The costs are not intended to and should not be used for budgetary purposes.  Its estimates should be used for comparison only.

Security

- Section 4.1.5 Security Issues
The security inadequacies in DNP 3.0 are the same as for the current ICCP protocol.
It should be noted that CAISO’s communication with their DNP RTU’s is handled by a 4-tiered PKE encryption hierarchy that allows secure TCP/IP links for each DNP RTU in CAISO’s EMS database.  However, this type of architecture added to the overall system maintenance complexity by forcing CAISO to keep track of several different certificates, including cross-certificates, for each FEP.  In addition to keeping track of the certificates, CAISO also had to purchase certificate generation software and purchase hardware to store the certificates for use by each FEP.
[ERCOT]  First, there is no regulatory requirement that our communications being secured beyond what it is today.  However, this factor was evaluated since we have determined that requirement will be made in the future.  Security was given a lower weight, because of the uncertainty of its future.  See Table 22.
There are mechanisms for securing IP data that is transparent to the applications, but is not an inherent capability like Secure ICCP.  This is why DNP/IP has a higher security score than conventional DNP, but not as high as ICCP.
ERCOT has tested Secure ICCP in house and could make it available if required.  
- Section 6.1.5 Security
This section fails to mention that the current version of ICCP also doesn’t support “any of the standards-based security mechanisms available”, thus eliminating this point of discussion since both current ICCP and DNP 3.0 versions lack security.
[ERCOT]  ERCOT’s current version of ICCP can support Secure ICCP with the purchase of additional licensing.
Other Points of Interest
Previous ERCOT Discussions of ICCP

In 2003, ERCOT, LCRA, and ABB had a conference call to discuss the virtual (Mailbox) RTU development that was taking place at ABB.  When LCRA queried ERCOT as to why ICCP was not acceptable, ERCOT stated that ICCP could not handle the 2-second data transfer requirement.  Based on ERCOT’s statement, only one of two possibilities has emerged:

1) ICCP has been significantly improved since 2003.

2) ERCOT’s statement in 2003 during the aforementioned conference call was based on an inaccurate and/or incomplete evaluation of ICCP.

[ERCOT]  “Could not” very well may have been stated.  The proper response should have been “some people have concerns whether a 2 second data transfer can be maintained”.
Improvements to vendor ICCP implementations have occurred.  Also, we now have knowledge that 2 second data transfers are being accomplished by some electric utilities.

The latest ICCP specifications allow data to be written to the target ICCP system, thereby providing an active control system.  This did not exist during the initial startup.
ICCP Vulnerabilities and Disadvantages
The following paragraphs are intended to identify ICCP vulnerabilities and disadvantages that were not covered by the business case document.  Since ICCP is being given serious consideration as a replacement protocol to DNP 3.0, all aspects, whether advantages or disadvantages, of ICCP must be examined.
The following URL describes some ICCP disadvantages including message exchanges between the client and server as well as vulnerabilities based on ICCP’s constant TCP/IP sessions: 

http://www.digitalbond.com/SCADA_Blog/2005/12/iccp-exposed-part-i.html
The following URL describes security disadvantages of the current ICCP protocol as well as the complexity of the ICCP stack:

http://www.digitalbond.com/SCADA_Blog/2005/12/snort-iccp-rules-are-out.html
[ERCOT]  This is true of any unsecured protocol over TCP/IP.  ICCP is of interest by the hacker community due to its wide adoption.
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