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1 Executive Summary
ERCOT’s near real-time responsibilities under the Texas Nodal protocols include, but are not limited to, security monitoring, resource limit calculation, security constrained economic dispatch, ancillary service capacity monitoring, and load frequency control.  Per the protocols, these activities require certain information be shared by ERCOT and its market participants (MPs) through a telecommunications transport technology. The transport technologies currently employed by ERCOT under the Zonal protocols are ICCP, DNP 3.0, and XML. Most of the real-time data supporting generation and regulation is exchanged with market participant RTUs – either real RTUs or RTU emulators – using the DNP communication protocol.

Due to concerns about the potential inability of DNP to adequately support the communication demands of the Nodal Market model, ERCOT engaged KEMA to assist with Texas Nodal Market (TNM) communications infrastructure development. This assistance with the ICCP/RTU Telecommunications Infrastructure Project is organized into the following tasks:

1) Assess and recommend the most appropriate communication technology to support the real-time data exchange requirements of the TNM protocols.

2) Define the telecommunications architecture for the communication technology chosen by ERCOT (future task).

3) Develop the telecommunications interface operating guidelines for the TNM implementation and assist ERCOT in achieving the approval of the Market Participants (future task).

The ICCP/RTU Telecommunications Infrastructure Project ICCP Business Case report presents the results of Task 1. Its findings are summarized in this Executive Summary.

ERCOT sends AGC setpoints and monitors the related response by communicating with RTUs (or pseudo RTUs) located at market participant sites. At present, there are 34 RTUs in the ERCOT system, not including MP Disaster Recovery sites. Each RTU has 3 connections to ERCOT totaling 102 connections and related equipment.

Communication with the RTUs is accomplished using the DNP 3.0 protocol. Due to system growth to-date, exchanging data through modem-based, point-to-point connections using the DNP protocol has reached its performance and maintainability limits. The specific issues concerning the current architecture are:

4) Communication capacity and performance limitations

5) Lack of a consistent definition of data quality codes across all market participant systems

6) Maintenance complexity

7) Lack of support for a security environment

Although all of the issues are important and the full analysis treats them in detail, the capacity and performance issue is of greatest concern with the current architecture’s ability to support the Texas Nodal Market.

Figure E-1 illustrates the anticipated increase in data exchange traffic imposed by the Nodal model. The graph represents the total traffic as seen by ERCOT. The X-axis shows the traffic profile during fifteen 2-second time intervals (totaling 30-seconds). The y-axis is the number of points exchanged. The blue bars represent the data exchange profile of the current Zonal model. The red bars represent the anticipated data exchange profile of the Nodal model.
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Figure E-1  Comparison of Nodal and Zonal Protocol Data Exchange Requirements
The Nodal model increases DNP data exchange volume by 130%. Because each RTU has a performance limit of about 70 setpoints, the Nodal model will require that the current count of 34 RTUs be increased to about 64 RTUs, not including MP Disaster Recovery sites. Since each RTU has three connections to ERCOT, the number of physical connections increases from 102 to 192. This near doubling of connections vastly increases the number of components and component interfaces required. The DNP communication processors are presently at maximum load. Additional communication processors would be required to support the data exchange increase.

An additional data exchange requirement from Nodal Market protocol 6.3.2(2) that is not included in Figure E-1 specifies that 600 LMP values are to be sent to each MP every 5 minutes or less. The impact of this additional traffic has not been evaluated.

ERCOT has a robust communications architecture designed to survive every conceivable single point of failure. As the number of communication components and their interfaces continue to increase however, the risk of multiple simultaneous failures similarly increases. Prudence dictates that alternative approaches to the DNP architecture be investigated.

The analysis presented in the Business Case considers all alternatives that ERCOT could reasonably implement. The alternatives examined were those that make maximum use of ERCOT’s existing communications infrastructure. The goal was to choose alternatives that reduce the complexity of the architecture without replacing it, without introducing new technologies and without introducing unfamiliar components. The alternatives identified are:

8) Retain the present DNP architecture. This alternative is included for comparative purposes.

9) Upgrade the DNP architecture to DNP/IP, which is a routable version of DNP 3.0.

10) Use ICCP for all real-time data communication.

11) Use XML for all real-time data communication.

The XML alternative was eliminated from the analysis because although the technology exists and is familiar, this alternative requires new software development – for both ERCOT and market participants – and therefore much greater risk than the remaining alternatives.

Table E-1 offers a greatly summarized picture of the results of the detailed qualitative analysis. The symbols in the table graphically show the relative rating the alternatives were given for each evaluation criterion.

Table E-1 Comparison of Alternatives Against Evaluation Criteria

	Criterion
	Retain DNP
	Upgrade to DNP/IP
	Convert to ICCP

	Hardware Maintenance
	(
Complicated by the large number of components.
	(
Simplified due to LAN interface.
	(
Simplified due to LAN interface.

	Database Maintenance
	(
More complex due to unit conversion testing.
	(
More complex due to unit conversion testing.
	(
No unit conversion testing required.

	Security
	(
Does not include native security.
	(
Security supported by TCP/IP protocol stack.
	(
Security presently supported by TCP/IP protocol stack. Full certificate-based security support being developed.

	Capacity and Performance
	(
Poor performance due to master/slave model of communication.
	(
Poor performance due to master/slave model of communication. TCP/IP imposes additional overhead.
	(
Client/server model of ICCP ensures optimum performance.

	Quality Codes
	(
Consistent quality code semantics not assured.
	(
Consistent quality code semantics not assured.
	(
ICCP is designed to ensure the consistency of quality code semantics.

	Capital Cost
	(
 $495,000 
	(
 $165,000 
	(
 $280,000 

	Annual Cost
	(
 $27,000 
	(
 $-   
	(
 $-   

	Overall
	(
DNP is being used for an application it was not designed to support.
	(
Provides better communication support but retains all other limitations of DNP.
	(
ICCP was specifically designed to support inter-control center communication.


Table E-2 shows the results of the quantitative analysis. The evaluation criteria were weighted according to their relative importance. The numerical ratings of the alternatives were then multiplied by the criteria weights to determine the scores. For each alternative, the criteria scores were summed to determine the alternative’s overall relative merit.

Table E-2 Results of Quantitative Analysis

[image: image3.emf]Criteria Weight RTU/DNP DNP/IP ICCP RTU/DNP DNP/IP ICCP

Capacity and Performance 6 2 1 3 12 6 18

Quality Codes 5 1 1 3 5 5 15

Database Maintenance 4 1 1 3 4 4 12

Hardware Maintenance 3 1 3 3 3 9 9

Security 2 1 2 3 2 4 6

Capital Cost 1 1 3 2 1 3 2

Annual Cost 1 1 3 3 1 3 3

28 34 65

0 6 37
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Overall Scores
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The quantitative analysis shows ICCP is the preferred alternative by a substantial margin. ICCP is currently being used by a number of market participants, both QSEs and TDSPs to exchange real-time data with ERCOT. ICCP meets all of the requirements for data exchange under the Nodal Market protocols. For nearly every criterion evaluated, ICCP offers a superior solution.

ICCP is the recommended alternative.

Market participants have a wide variety of system configurations and data exchange capabilities. The effort and cost for any given market participant to convert to real-time data exchange via ICCP is therefore subject to great variation. Conversion cost across the spectrum of systems that need to be upgraded is thus extremely difficult to judge in the analysis. Despite this variation, participants can be grouped into capability categories and a general conversion effort can be predicted for each category. A market participant will experience one of four conversion efforts as follows:

Table E-3 MP Conversion Options

	Conversion Option
	Relative Complexity
	Comment

	(1)
No conversion required.
	None
	Participant is already exchanging all data via ICCP.

	(2)
Move RTU data to ICCP
	Small
	Involves adding all points presently on the RTUs to the ICCP database.

	(3)
Move RTU data to ICCP and configure a new ICCP association with ERCOT
	Medium
	Includes the effort of recommendation (1) plus testing new ICCP associations with ERCOT.

	(4)
Procure and implement ICCP via system upgrade or ICCP gateway
	Large
	Involves procuring an ICCP communication upgrade or adding an ICCP gateway.


The conversion efforts listed above can be predicted for market participants according to the following existing capabilities.

Table E-4 MP Conversion Prediction vs Existing Capability

	Number of Participants with the stated capabilities
	Participant Type
	Current Data Exchange Capabilities
	Predicted Conversion Option

	
	
	Real-time Data via RTU?
	Real-time Data via ICCP?
	ICCP Available?
	

	12
	QSE
	Yes
	Yes
	Yes
	2

	2
	QSE
	Yes
	No
	Yes
	3

	7
	QSE
	Yes
	No
	No

(or unknown)
	4

	4
	TDSP
	Yes
	No
	No
	4

	9
	TDSP
	No
	Yes
	Yes
	1


The level of effort for a particular participant to convert to full ICCP data exchange depends on a number of factors such as:

· The total number of RTU points that must be mapped to the ICCP database

· The readiness of a system without ICCP to accept an ICCP upgrade

· For participants choosing an ICCP gateway, the native protocols available to connect the participant’s system to the gateway and the means by which physical connections can be established
In practice, market participants will need to work with their vendors to determine the conversion strategy most appropriate to their current situation and future plans.
2 Introduction
ERCOT’s near real-time responsibilities under the Texas Nodal protocols include, but are not limited to, security monitoring, resource limit calculation, security constrained economic dispatch, ancillary service capacity monitoring, and load frequency control.  Per the protocols, these activities require certain information be shared by ERCOT and its market participants (MPs) through a telecommunications transport technology. The transport technologies currently employed by ERCOT under the Zonal protocols are ICCP, DNP 3.0, and XML. Most of the real-time data supporting generation and regulation is exchanged with market participant RTUs – either real RTUs or RTU emulators – using the DNP communication protocol.

Due to concerns about the potential inability of DNP to adequately support the communication demands of the Nodal Market model, ERCOT engaged KEMA to assist with Texas Nodal Market (TNM) communications infrastructure development. This assistance with the ICCP/RTU Telecommunications Infrastructure Project is organized into the following tasks:

12) Assess and recommend the most appropriate communication technology to support the real-time data exchange requirements of the TNM protocols.

13) Define the telecommunications architecture for the communication technology chosen by ERCOT (future task).

14) Develop the telecommunications interface operating guidelines for the TNM implementation and assist ERCOT in achieving the approval of the Market Participants (future task).

This ICCP/RTU Telecommunications Infrastructure Project ICCP Business Case report presents the results of Task 1.

2.1 Document Organization

This Section 2 -- Introduction, presents a brief statement of the project background and explains the report organization.

Section 3 – Analysis Methodology, describes the process employed to perform the analysis of the alternatives and arrive at a recommended solution.
Section 4 – The Current DNP Communications Infrastructure, provides a high level description of the present DNP communication strategy and describes the issues identified, both general issues, and issues that may impact operation under the Texas Nodal Program protocols.

Section 5 – Evaluation Criteria, precisely identifies the data to be exchanged under the Nodal protocols, and restates the issues developed in Section 4 as a set of requirements against which alternative communication strategies will be compared.

Section 6 – Analysis of Alternatives, presents a complete analysis of three alternatives, including retaining the current DNP communication strategy. The analysis uses the requirements stated in Section 4 as a set of criteria against which each alternative is rated.
Section 7 – Conclusions and Recommendations, presents a side-by-side comparison of the alternatives. The comparison is both qualitative and quantitative. This section also states the recommended alternative, and assesses the alternative’s impact on the market participants. A recommendation on the next steps in the ICCP/RTU Telecommunications Infrastructure Project is also provided.

Appendix A – Data Exchange Summery of Other ISOs, tabulates the data exchange strategies employed among a representative sample of other ISOs. The appendix also provides links to relevant documents on the ISO web sites.

2.2 Acronyms

The following acronyms are used in the document
A/D

Analog to Digital

AGC

Automatic Generation Control

AS

Ancillary Services 

ATM

Asynchronous Transfer Mode

BP

Base point

CA

Control Area

CB

Circuit Breaker

DACS

Data Acquisition and Control System

DC

Direct Current

DegF

Degrees Fahrenheit

DNP

Distribute Network Protocol


DRS

Dynamically Scheduled Resource

EMS

Energy Management System

EPA

Enhanced Performance Architecture

ERAMP
Emergency Ramp Rate

FEP

Front End Processor 

HASL

High Ancillary Service Limit

ICCP

Inter-Control Center Communications Protocol

IEC

International Electrotechnical Commission

IED

Intelligent Electronic Device

IP

Internet Protocol

ISO

Independent System Operator


kV

Kilovolts

LAAR

Load acting as a Resource

LAN

Local Area Network

LMP

Locational Marginal Price

LTC

Load Tap Changer 

MP 

Market Participant

Mvar

Mega Volt Ampere Reactive

MW

Megawatt

NRAMP
Normal Ramp Rate

NSRS

Non-Spinning Reserves

OSI

Open Standards Interconnection

PKI

Public Key Infrastructure

QSE

Qualifying Scheduling Entity

RRS

Responsive Reserv

RTU

Remote Terminal Unit

SCADA
Supervisory Controls and Data Acquisition

SONET
Synchronous Optical Network(ing)

TCP

Transmission Control Protocol

TDSP

Transmission and/or Distribution Service Provider 

TNM

Texas Nodal Market

URS

Unit Responsive Reserve

VPN

Virtual Private Network

WG

Work Group

XML

eXtensible Markup Language
3 analysis methodology
The analysis presented in this report was performed through a structured process used in developing the business case. The basic steps were:

15) Identify and prioritize the communication issues and requirements imposed by the Nodal protocols.

16) Identify the communication alternatives that are reasonable for ERCOT to implement. Alternatives considered are those that reduce the complexity of the architecture without replacing it, without introducing new technologies and without introducing unfamiliar components. The alternatives identified are:

a) Retain the present DNP architecture. This alternative is included for comparative purposes.

b) Upgrade the DNP architecture to DNP/IP, which is a routable version of DNP 3.0.

c) Use ICCP for all real-time data communication.

d) Use XML for all real-time data communication.

17) The issues and requirements are fully documented and then described as a set of criteria against which each alternative is evaluated. Each criterion is assigned a value that represents its relative importance within the set of criteria. This value is called the criterion’s weight.

18) The methodology places a numerical value on the relative merit of an alternative, among the set of alternatives, to satisfy each evaluation criterion. The numerical value is called the alternative’s rating against the criterion.

19) Each alternative’s rating is multiplied by the criterion’s weight to determine the alternative’s score for that criterion.

20) The individual scores are then summed to determine the alternative’s overall score.

21) The overall scores of the alternatives are finally compared to determine the theoretically preferred alternative.

The XML alternative was eliminated from the analysis because although the technology exists and is familiar, this alternative requires new software development – for both ERCOT and market participants – and therefore much greater risk than the remaining alternatives.

Although cost is not considered to be a limiting factor, within reason, it is included in the analysis to ensure that the business case is fully comprehensive. It is important to recognize that the cost information presented in Section Error! Reference source not found. is only valid for the purpose of comparing the alternatives. These are relative costs and are aggregated, averaged estimates of both ERCOT’s and the market participant’s cost. The cost comparison considers only estimates of equipment and communication services. The ultimate actual cost to each participant depends greatly on the participant’s existing systems, its approach to EMS integration, its vendors’ strategies, and the participant’s future plans. The relative cost values in this business case analysis are not intended to, and should not be used for budgetary purposes.

4 current dnp communications infrastructure
ERCOT sends AGC setpoints and monitors the related response by communicating with RTUs (or pseudo RTUs) located at market participant sites. At present, there are 34 RTUs in the ERCOT system. Each RTU has 3 connections to ERCOT totaling 102 connections and related equipment. Two of the RTU connections transmit through modems over leased lines via the DACS communications infrastructure, one connection to ERCOT’s Taylor facility, and one to the Austin disaster recovery system. The third RTU connection provides backup to the DACS infrastructure. This connection attaches to a gateway that encapsulates the RTU traffic into IP packets, forwarding the traffic through the Frame Relay communications infrastructure. Figure 1 is a simplified illustration of the overall communications infrastructure. Figure 2 is a simplified illustration of the ERCOT and market participant interfaces. Communication with the RTUs is accomplished using the DNP 3.0 protocol. DNP 3.0 was designed as a standard RTU protocol and is widely used by SCADA master stations.
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Figure 1 – ERCOT Communications Infrastructure
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Figure 2 – Communications Interfaces

4.1 Issues with the Infrastructure

The need to assess alternative approaches to real-time communications has come about due to a set of issues that have been identified. These issues are discussed in the following subsections.

4.1.1 Capacity and Performance Issues

A number of market participants have multiple RTUs due to their high point count. ERCOT must add a communication channel and the participant must add an RTU when the point count in a given RTU exceeds about 70 setpoints.

Figure 3 illustrates the anticipated increase in data exchange traffic imposed by the Nodal model. The graph represents the total traffic as seen by the ERCOT DNP FEP. Data is exchanged at intervals of two seconds, four seconds, and ten seconds. The X-axis shows the traffic profile during fifteen 2-second time intervals (totaling 30-seconds). The y-axis is the number of points exchanged. The blue bars represent the data exchange traffic in each 2-second time slot presently exchanged in the Zonal model. The red bars represent the anticipated data exchange requirement for the Nodal model.
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Figure 3 – Data Exchange Profile
The Nodal model increases DNP data exchange volume by 130%. Because each RTU has a performance limit of about 70 setpoints, the Nodal model will require that the current count of 34 RTUs be increased to about 64 RTUs, not including MP Disaster Recovery sites. Since each RTU has three connections to ERCOT, the number of physical connections increases from 102 to 192. This near doubling of connections vastly increases the number of components and component interfaces required. The DNP communication processors are presently at maximum load. Additional communication processors would be required to support the data exchange increase.

An additional data exchange requirement from Nodal Market protocol 6.3.2(2) that is not included in Figure E-1 specifies that 600 LMP values are to be sent to each MP every 5 minutes or less. The impact of this additional traffic has not been evaluated.
4.1.2 Quality Code Issues

Since a master, using the control command function of DNP, cannot send quality code information, the MP cannot be notified of “bad” AGC results. This issue has been overcome by simply not sending “bad” AGC results to the participant. The ability to send specific AGC quality indications would be a more satisfactory approach.

The value of the quality code information received from the MP is questionable since the original source of the quality code cannot be determined, and the overall quality information received by ERCOT is minimal. ERCOT and market participants have expended a great deal of effort to achieve a consistent set of quality code semantics from all market participants. As changes occur, quality code semantics must be continually revisited. Solving this problem has a high priority among the DNP issues.

4.1.3 Database Maintenance Issues

DNP analog values are represented as A/D count values requiring each end system (SCADA/EMS system) to convert the counts to floating point values representing their related engineering units. The point-to-point testing process for each point includes coordinating the linear regression parameters between end systems to ensure that both systems convert to the same value. This element of the point-to-point test is performed in addition to verifying the point’s mapping to SCADA databases. The added requirement to verify regression results adds to the database maintenance effort.

4.1.4 Hardware Maintenance Issues

RTU communication requires the use of modems, channel banks, cross connects, and other equipment resulting in a long chain of interfaces and signal conversions between end-to-end terminations. The high complement of equipment and interfaces complicates troubleshooting to find the root cause of problems. Figure 4 illustrates the complexity of the DNP interface.
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Figure 4 – DNP Communications Components and Interfaces
4.1.5 Security Issues

ERCOT is the custodian of highly sensitive competitive information. Once data is in the ERCOT system, information security is assured through policies, protocols, and access controls. However, the security of data during its transport relies only on the fact that the transport infrastructure is private. That is, the DACS network involves individual private point-to-point physical connections, and the Frame Relay network employs private Permanent Virtual Circuits. Routable traffic is only routed within the facilities local to ERCOT and the market participant. Routable traffic traversing between facilities always takes place over a permanently configured private channel and thus is rendered not routable during transport.

Nevertheless, relying on the inherent nature of the communications architecture to ensure security is a substantially weak form of data transport security. The DACS and Frame Relay networks are operated by network service providers over whom ERCOT has little control. Given the will, knowledge, and switching facility access, a determined individual can capture Frame Relay traffic. Similarly, DACS circuits traversing ATM or SONET terminals can also be captured. Fundamentally, market participant data, during transport, is protected only by a single layer of security. If that layer is breached, the information is public.

DNP does not intrinsically support any form of security. When ERCOT or its market participants deem additional security layers to be desirable or necessary, the DNP protocol cannot directly participate in a security architecture implementation.

5 evaluation criteria
This section presents an itemization of the data definitions and all issues expressed as a set of criteria and the importance of each criterion in the set.

The chosen solution must efficiently support the data exchange requirements itemized in Sections 5.1 and 5.2.

5.1 QSE Nodal Market Data Exchange Requirements

The QSE data exchange requirements for the Nodal Market are identified in Table 1through Table 5.
Table 1 – Data from ERCOT to QSE (Per-QSE)

[image: image8.emf]Per-QSE AGC Data Sent to Market Participant Frequency (sec)

Nodel Protocol 

Reference

Regulation MW per QSE 4  6.5.7.6.2.1 (8)

RRS MW per QSE 4  6.5.7.6.2.2 (11)

NSRS off-line capacity deployment status per QSE 4  6.5.7.6.2.3 (4)

ERCOT Total Load per QSE 4  

ERCOT Frequency per QSE 4  

Participation Factor per QSE 4  

Frequency Target per QSE 4  

Governor Response per QSE 4  

K Factor per QSE 4  

L10 per QSE 4  


Table 2 – Data from ERCOT to QSE (Per-Unit)

[image: image9.emf]Per-Unit AGC Data Sent to Market Participant Frequency (sec)

Nodel Protocol 

Reference

Gen up block status (on/off) per unit 4  6.5.7.6.1 (9)

Gen down block status (on/off) per unit 4  6.5.7.6.1 (9)

Gen base point MW per unit 4  6.5.7.4 (1) b

Gen LMP per unit 4  6.3.2 (2) table

Gen BP above HASL due to AS deployment (on/off) per unit 4  6.5.7.4 (1)c 

Gen BP above HASL due to congestion (on/off) per unit 4  6.5.7.4 (1) e


Table 3 – Data from QSE to ERCOT (Per-QSE)

[image: image10.emf]Per-QSE AGC-related Data Received from Market Participant Frequency (sec)

Nodel Protocol 

Reference

Frequency (system) per QSE  2  6.5.7.6.1 (3)


Table 4 – Data from QSE to ERCOT (Per-Unit)

[image: image11.emf]Per-Unit AGC-related Data Received from Market Participant Frequency (sec)

Nodel Protocol 

Reference

Combined Cycle config no. per QSE  2  6.5.5.2 (8) b

Resource status per QSE 2  6.4.5 (1)

Gen MW value per unit 2  6.5.5.2 (2) a

Gen Mvar per unit 10  6.5.5.2 (2) b

Gen Breaker status per unit  10  6.5.5.2 (2) f

Gen Hi Sustained Limit per unit 10  6.4.5 (1)

Gen Lo Sustained Limit per unit 10  6.4.5 (1)

Gen Hi Operating Limit per unit 10  6.5.5.2 (2) h

Gen Lo Operating Limit per unit 10  6.5.5.2 (2) i

Gen URS Schedule per unit 2  6.5.5.2 (2) k

Gen DRS Schedule per unit 2  6.5.5.2 (2) k

Gen RRS Schedule per unit 2  6.5.5.2 (2) k

Gen NSRS Schedule per unit 2  6.5.5.2 (2) k

Gen URS participation factor per unit  10  6.5.5.2 (2) l

Gen DRS participation factor per unit  10  6.5.5.2 (2) l

Gen RRS participation factor per unit  10  6.5.5.2 (2) l

Gen Block URS status per unit 10  6.5.5.2 (6)

Gen Block DRS status per unit 10  6.5.5.2 (6)

Gen NRAMP per unit 10  6.4.5 (1)

Gen ERAMP per unit 10  6.4.5 (1)


Table 5 – Data from QSE to ERCOT (Per-Bus)

[image: image12.emf]Per-Buss AGC-related Data Received from Market Participant Frequency (sec)

Nodel Protocol 

Reference

Gen DSR Base Point 2  6.5.7.6.1 (8)j

LAAR MW per buss 10  6.5.5.2 (4) a

LAAR breaker status per buss 10  6.5.5.2 (4) c

LAAR Relay status per buss 10  6.5.5.2 (4) g

LAAR RRS schedule per buss 10  6.5.5.2 (4 ) f

LAAR NSRS unavailable status per buss 10  6.5.5.2 (4 ) f

Private network net interchange per buss 10  

Private network net interchange Hi limit per buss 10  

Private network net interchange Lo limit per buss 10  

Status of devices affecting flow per buss 10  

Unit Hi side bus Kv per buss 10  


5.2 TDSP Nodal Market Data Exchange Requirements

The TDSP data exchange requirements for the Nodal Market are identified in Table 6 through Table 14.
Table 6 – Data from TDSP to ERCOT (Per-Bus)
[image: image13.emf]Per-Buss Data Received from TDSPs Frequency (sec)

Nodel Protocol 

Reference

Bus Voltage kV 10 3.10.7.4


Table 7 – Data from TDSP to ERCOT (Per-Transformer)
[image: image14.emf]Per-Transformer Data Received from TDSPs Frequency (sec)

Nodel Protocol 

Reference

Transformer Flow MW 10 3.10.7.4

Transformer Flow Mvar 10 3.10.7.4

LTC Tap Position 10 3.10.7.4

Transformer Status 10 3.10.7.4


Table 8 – Data from TDSP to ERCOT (Per-Line)
[image: image15.emf]Per-Line Data Received from TDSPs Frequency (sec)

Nodel Protocol 

Reference

Line Flow MW 10 3.10.7.4

Line Flow Mvar  10 3.10.7.4

Circuit Status 10 3.10.7.4


Table 9 – Data from TDSP to ERCOT (Per-Shunt)
[image: image16.emf]Per-Shunt Data Received from TDSPs Frequency (sec)

Nodel Protocol 

Reference

Reactive Support from Shunt Mvar 10 3.10.7.4

Bank Status 10 3.10.7.4


Table 10 – Data from TDSP to ERCOT (Per-Switch Device)

[image: image17]
Table 11 – Data from TDSP to ERCOT (Per-Load)
[image: image18.emf]Per-Load Data Received from TDSPs Frequency (sec)

Nodel Protocol 

Reference

Load in MW 10 3.10.7.4

Load in Mvar 10 3.10.7.4


Table 12 – Data from TDSP to ERCOT (Per-DC Injection Point)
[image: image19.emf]Per-DC Injection Point Data Received from TDSPs Frequency (sec)

Nodel Protocol 

Reference

DC Injection in MW 10 3.10.7.4

DC Injection in Mvar 10 3.10.7.4

DC Tie Status 10 3.10.7.4


Table 13 – Data from TDSP to ERCOT (Per-Weather Zone Tie Line)
[image: image20.emf]Per Weather Zone Tie Line Data Received from TDSPs Frequency (sec)

Nodel Protocol 

Reference

Line Flow MW 10 3.10.7.4


Table 14 – Data from TDSP to ERCOT (Per-Dynamic Rating)
[image: image21.emf]Per Dynamic Rating  Data Received from TDSPs Frequency (min)

Nodel Protocol 

Reference

Normal Rating 60  3.10.8.1

Emergency Rating 60  3.10.8.1

15-Minute Rating 60  3.10.8.1


5.3 General Requirements

In addition to the requirement to meet the data exchange specified above, the following general requirements are specified for the analysis.
	Issue
	Requirement
	Weight

	Capacity and Performance
	The communications hardware and software shall support the data exchange specified in Section 5.1 including spare capacity for future changes.
	6

	Quality Codes
	Quality codes shall be consistent across all market participants and reflect the quality of the data as received from each data point’s original source.
	5

	Database Maintenance
	The point-to-point database update process should require a minimum number of steps to complete
	4

	Hardware Maintenance
	The communications infrastructure should involve the minimum number of interfaces and equipment as possible while providing the highest level of reliability
	3

	Security
	The communications protocols and infrastructure should support modern security architectures.
	2


6 analysis of alternatives
The analysis presented in this Business Case considers the alternatives that ERCOT could reasonably implement. The alternatives examined were those that make maximum use of ERCOT’s existing communications infrastructure. The goal was to choose alternatives that reduce the complexity of the architecture without replacing it, without introducing new technologies and without introducing unfamiliar components. The alternatives identified are:

22) Retain the present DNP architecture. This alternative is included for comparative purposes.

23) Upgrade the DNP architecture to DNP/IP, which is a routable version of DNP 3.0.

24) Use ICCP for all real-time data communication.

25) Use XML for all real-time data communication.

The XML alternative was eliminated from the analysis because although the technology exists and is familiar, this alternative requires new software development – for both ERCOT and market participants – and therefore much greater risk than the remaining alternatives.

6.1 Alternative 1 – Retain the Current DNP Protocol and Infrastructure

This alternative considers the possibility of retaining the current communication strategy of using DNP 3.0 communicating with RTUs and virtual RTUs to exchange data between ERCOT and its participants. Including this alternative provides a complete picture of the relative merit of all reasonable alternatives.
6.1.1 Capacity and Performance

Using the control command function of DNP to send setpoints, each command sent to an RTU must be completed, including the market participant’s response, before the next setpoint can be sent. This limits the number of setpoint controls that can be sent to a RTU while keeping up with the AGC cycle. Because of the master/slave relationship between ERCOT and the participant’s RTU, these setpoints must be interleaved between the normal 2-second and 10-second scans for telemetry data.

To support the 4-second AGC cycle with 2-second response monitoring, DNP processing in the RTU and FEP is limited to about 250 points (or about 70 setpoints). As a result, the Nodal model will require a greater than 2 times increase in the number of RTUs and RTU connections.

Multiple FEPs at ERCOT will be needed to support the data volumes required by the Nodal protocol. This results in an increase in the number of components and to add FEPs only for performance rather than functional reasons is an undesirable strategy. Theoretically, this strategy allows the number of FEPs to grow without bound and offers no functional advantage. At some point concerns over adequate floor space may become an issue as well.

Although the capacity and performance issues could be mitigated with the current architecture, the mitigation strategy is the lease desirable of the alternatives. 
6.1.2 Quality Codes

DNP is specifically designed to acquire values from a telemetry device such as an RTU. The expected architecture is one where the RTU performs measurement operations through transducers, records state information from relays, and reports the values to a SCADA master along with information about the success of the measurement operation.

In a real SCADA/RTU application, the RTU can only inform the SCADA/EMS (the master) about telemetering conditions as exemplified by Figure 5 and Figure 6. Under DNP the master is informed whether a value was entered at the RTU front panel, whether communication to an end device was lost, and whether the analog transducer measured a signal whose strength (current) was beyond the digital conversion counter’s range. The SCADA/EMS is responsible for determining such quality information as the value’s validity, whether the value is normal or abnormal, whether it is current or old (stale), etc. As can be seen in the figures, DNP does not support these kinds of quality indications.
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Figure 5 – DNP 3.0 Status Value Quality Codes
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Figure 6 – DNP 3.0 Analog Value Quality Codes

When exchanging data between control centers, the owner of the data must communicate data quality to the receiving control center. The receiving control center must not be required to determine data value attributes such as data validity, whether it is a normal or abnormal value, whether it is current or old, etc.

Since DNP is incapable of fully communicating the quality attributes of data exchanged between control centers, the DNP protocol is the least desirable of the alternatives. There is no reasonable way to mitigate this alternative’s deficiency.
6.1.3 Database Maintenance

As discussed in Section 4.1.3, point-to-point testing requires steps to ensure that the A/D counts maintained by the RTU are converted to the same value, in specified engineering units, in both market participant and ERCOT systems. This process must occur due to the way RTUs traditionally store analog values. Fundamentally, unit conversions has nothing to do with the exchange of data between ERCOT and its participants, so this otherwise unnecessary step is simply an opportunity for error.

Database maintenance is also made complex due to the requirement for the receiver of exchanged data to determine value limits and the meaning of each state indication. When exchanging data between control centers, it is ideally the responsibility of the owner of a data value to determine whether the value is normal or abnormal, whether it is within limits, and identification of its current and normal source. With DNP, the receiver of the data value is given this responsibility. Using DNP to exchange data between SCADA/EMS systems requires both the owner and receiver of this data to coordinate these data value attributes and both control centers must process the related validation checks.
6.1.4 Hardware Maintenance

As discussed in Section 4.1.1, the chain of components and interfaces needed to support the RTU interface creates the heaviest maintenance requirement of the evaluated alternatives. Although it could be possible to eliminate the modems by changing the port types in the channel bank, the resulting chain of serial interface do little to reduce the component and interface count when compared to the other alternatives.

Hardware maintenance efforts are also increased by the addition of FEPs needed to maintain adequate performance as discussed in Section 6.1.1.
6.1.5 Security

Point-to-Point network is inherently secure, so security should not be a major issue. That said, if ERCOT considers the point-to-point connections to be a security risk, DNP cannot support any of the standards-based security mechanisms available.

External hardware can be employed such as an IP gateway connected to a VPN server, but this solution simply adds more hardware and interfaces to an already complex architecture.
6.1.6 Cost

The cost tables in this section were developed to provide a comparative cost for each of the alternatives. The cost comparison considers only estimates of equipment and communication services. The ultimate actual cost to each participant depends greatly on the participant’s existing systems, its approach to EMS integration, its vendors’ strategies, and the participant’s future plans. Table 15 estimates the total hardware and software cost (ERCOT and MP) to support the increased communication demand imposed by the Nodal protocols using the current DNP protocol via RTU communication. Table 16 estimates the annual cost for communication services. These costs are not intended to, and should not be used for budgetary purposes.
Table 15 – Alternative 1 DNP Comparative Capital Cost

[image: image24.emf]Equipment Quanty Unit Cost Ext Cost Comments

Average RTU Cost 1 5000 5000

Modems 6 700 4200 2@MP, 2@Taylor, 2@Austin

Etherpol Gateways 3 1500 4500 1@MP, 1@Taylor, 1@Austin

MP Channel Bank DS0 2 300 600 1dual@MP, 1@Taylor, 1@Austin

Channel Bank DSX1 Port 4 500 2000 2@MP, 1@Taylor, 1@Austin

ERCOT DACS Card 2 40 80 1@Taylor, 1@Austin

ERCOT Channel Bank Card 2 50 100 1@Taylor, 1@Austin

Estimated Cost per RTU 16,480 $       

Approximate cost to add 30 RTUs 495,000 $     

Comparative Capital Cost for DNP 3.0 Communication (for comparison purposes only)


Table 16 – Alternative 1 DNP Comparative Annual Cost
[image: image25.emf]Service Quantity Unit Annual Ext Annual

Transport Service (DS0 usage) 3 300 900 1 btw MP & Taylor, 1 btw MP & Austin

Estimated Annual Cost per RTU 900 $            

Approximate annual circuit cost for 30 RTUs 27,000 $       

Comparative Annual Cost for DNP 3.0 Communication  (for comparison purposes only)


6.1.7 Overall Assessment
DNP is being used for an application that the protocol was never designed to support. The first statement on the DNP user group’s home page (www.dnp.org) is quoted here:

 “The development of DNP3 was a comprehensive effort to achieve open, standards-based Interoperability between substation computers, RTUs, IEDs (Intelligent Electronic Devices) and master stations (except inter-master station communications) for the electric utility industry.”

With the immense growth in data exchange volume dictated by the Nodal protocols, retaining the RTU/DNP communication strategy increases the risk of poor data exchange performance even with added hardware and interfaces. Under the present Zonal protocols, data exchange volume continues to rise and every database update puts further stress on the ability of the existing communication components to provide the data exchange performance required by the EMS applications.

6.2 Alternative 2 – Replace DNP with DNP/IP

This alternative considers the option of upgrading RTUs to communicate with ERCOT using the DNP over IP variant of DNP 3.0, known as DNP/IP.

6.2.1 Capacity and Performance

DNP/IP offers no performance improvement over DNP. Although native routing of the protocol is provided, all DNP protocol layers are retained and the master/slave relationship between the ERCOT FEP and RTU is retained as well. Maintaining the current strategy, the FEP will continue to scan, wait for response, and scan again, imposing the same performance limitations as DNP. Although raw bandwidth is not an issue, the added TCP/IP stack processing overhead plus DNP stack processing may further constrain performance. Figure 7 is a statement from the DNP standard explaining the retention of the DNP protocol layers within the TCP/IP protocol.

[image: image26.png]4 DNP Layers

The three protocol layers of DNP are integrated together to form what the Basic 4 documents call the Enhanced
Performance Architecture (EPA). Essentially, the functionality called out in the OSI 7-Layer model is either not
needed in DNP or has been combined to simplify the design of DNP compatible devices. The three layers of DNP
work together and cannot be separated without adding capabilities to a layer that are already contained within
another layer.




Figure 7 – DNP/IP Statement of Protocol Layers

The DNP/IP approach taken by the standard simply amounts to DNP encapsulation within the TCP/IP protocol stack. The main advantage of this specification is that encapsulation is performed by the RTU directly, eliminating the need for a protocol encapsulating gateway.
6.2.2 Quality Codes

Since the application layer of DNP/IP is identical to DNP, this alternative offers no features to mitigate the quality code issue.

6.2.3 Database Maintenance

The database maintenance issue with DNP does not change for this alternative. The DNP objects are unmodified by the DNP/IP variant, so all database configuration requirements exist for DNP/IP.
6.2.4 Hardware Maintenance

The hardware maintenance issue is significantly reduced with the DNP/IP alternative. Employing DNP/IP allows the RTU to connect directly to the participant’s LAN so the RTUs traffic is routed over the Frame Relay network (or the DACS network when it is used as a Frame Relay backup).

Reducing the number of components and interfaces is the main advantage of this alternative.
6.2.5 Security

DNP/IP does not inherently provide security protocols at the application layer. The DNP/IP standard leaves security to vendor implementation, but recommends source IP address validation. Figure 8 shows the statement on security from the DNP standard.

[image: image27.png]5 Security
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Figure 8 – DNP/IP Statement of Security Support

If this alternative is selected, full security must be implemented externally, for example via site-to-site VPN. This requires use of additional communication components such as VPN routers.
6.2.6 Cost

The cost tables in this section were developed to provide a comparative cost for each of the alternatives. The cost comparison considers only estimates of equipment and communication services. The ultimate actual cost to each participant depends greatly on the participant’s existing systems, its approach to EMS integration, its vendors’ strategies, and the participant’s future plans. Table 17 estimates the total hardware and software cost (ERCOT and MP) to support the increased communication demand imposed by the Nodal protocols using the DNP/IP protocol via RTU communication. Table 18 estimates the annual cost for communication services. These costs are not intended to, and should not be used for budgetary purposes.
Table 17 – Alternative 2 DNP/IP Comparative Capital Cost
[image: image28.emf]Equipment Quanty Unit Cost Ext Cost Comments

Average RTU Upgrade/Replacement Cost 1 5000 5000

Router/Firewall 2 250 500

Estimated Cost per RTU 5,500 $         

Approximate cost to add 30 RTUs 165,000 $     

Comparative Capital Cost for DNP/IP Communication  (for comparison purposes only)


Table 18 – Alternative 2 DNP/IP Comparative Annual Cost
[image: image29.emf]Service Quantity Unit Annual Ext Annual

Transport Service 0 480 0

Estimated Annual Cost per RTU - $             

Approximate annual circuit cost for 30 RTUs - $              The vast majority of market participants 

will have no added transport cost due to 

spare Frame Relay circuit capacity.

Comparative Annual Cost for DNP/IP Communication   (for comparison purposes only)


6.2.7 Overall Assessment
Implementing data exchange using the DNP/IP protocol accomplishes the goal of eliminating the plethora of components and interfaces required by DNP. However, this is the only improvement. DNP/IP offers no advantage in addressing the other evaluation criteria.

6.3 Alternative 3 – Replace DNP with ICCP

This alternative considers the option of employing ICCP to provide communication services for all real time data exchange. With this alternative use of DNP, participant RTUs, and all related communications components and interfaces would be retired. ERCOT currently exchanges data with most of the TDSPs using ICCP.
6.3.1 Capacity and Performance

The client/server model employed by ICCP eliminates the scan/response sequential operations imposed by ERCOT’s DNP communication strategy. Since data is exchanged directly between EMS systems, there is no need for RTUs and related communication channels between market participants and ERCOT. Data exchange takes place over existing Frame Relay circuits and supports the Frame Relay backup strategy using the DACS network.

ICCP offers four mechanisms to support the transfer of AGC data from ERCOT to market participants. This service variety ensures that a strategy compatible with all participant systems can be implemented. ERCOT presently uses the technique of creating data sets in the server EMS. The data sets are configured to send data to ERCOT at specified intervals. In complementary fashion, market participants create data sets in the ERCOT system which are also configured to send data to the market participant under specified conditions. This is a highly efficient mechanism for transferring data since, once enabled; no subsequent requests for data must be exchanged.

To support AGC, ERCOT may wish to proactively write the AGC data to the market participants, rather than have the market participants read the information. ICCP provides a write mechanism that is as efficient as data set transfers. That is, ICCP provides a function allowing ERCOT to write lists of data to the market participant’s EMS. This function sends the list of data along with the “write” instruction. In response, the participant’s ICCP server transfers the data to the EMS database and notifies appropriate EMS applications.

ICCP also provides functionality equivalent to device control operations such as setpoint controls, but this mechanism is no more efficient than the DNP setpoint control function and hence is not recommended for AGC.

The flexibility afforded by ICCP data exchange makes it the most desirable alternative in solving the capacity and performance issue.
6.3.2 Quality Codes

Unlike DNP, ICCP is specifically designed for inter-control center data exchange. To insure that the data owner can fully inform the data receiver about the quality of a value, ICCP provides a rich set of quality code information. Figure 9 is an excerpt from the ICCP standard showing the quality code attributes associated with every data value. This attribute set applies to all data types and is generalized to allow clear mapping of any device or process specific quality code.
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Figure 9 – ICCP Data Quality Codes

The Validity attribute conveys the basic validity of a value (whether or not the value makes sense). Also included is the ability to convey whether a value has been intentionally prevented from being changed (HELD), or unintentionally prevented from being changed (SUSPECT).

The NormalValue attribute allows the data owner to inform the data receiver whether or not the value should be considered as normal. Under ICCP the value receiver is not responsible for making this determination.

The CurrentSource and NormalSource attributes work together to give a richer meaning to the idea of a “replaced” value. When communicating with RTUs (such as with the DNP protocol) a “replaced” value is normally considered to be one that is manually entered. Under ICCP, a “replaced” value is any value whose CurrentSource is not equal to its NormalSource regardless of the particular sources involved.

The flexibility afforded by ICCP quality codes offers an opportunity for ERCOT and its market participants to grow into a fully informative data exchange environment; an environment where the data owner conveys all the information about a value rather than the receiver having to infer the needed information. This makes ICCP the most attractive of the alternatives with regard to the quality code issue.
6.3.3 Database Maintenance

Database maintenance under ICCP involves mapping desired points in a server’s database to the client’s real-time database or other local storage. The semantics and units of a value (MW, MVAR, DegF, etc.) are usually described in the value’s ICCP point name. The value exists in the server as the actual value in the stated engineering units. Therefore, the receiver of the value need not perform any conversions on the data.

Information available to the receiver is provided by the server in a self-describing manner. ICCP gives the client the ability to browse the server’s list of available data objects and build a data set defining the desired subset of all objects available. This feature greatly reduces the need for point-to-point verification during database maintenance.

Because ICCP supports data exchange in real-world quantities and provides configuration tools built into the protocol, ICCP is the most desirable alternative in addressing the database maintenance issue.
6.3.4 Hardware Maintenance

The hardware maintenance issue is greatly reduced with the ICCP alternative. ICCP requires no RTUs, modems, channel bank ports or other “voice grade” components. The processor hosting the ICCP protocol provides a standard Ethernet LAN port connecting to the user’s LAN switch. ICCP’s traffic is thereby routed over the Frame Relay network (or the DACS network when it is used as a Frame Relay backup).

ICCP eliminates the greatest number of components and interfaces of the alternatives. Therefore, ICCP is the most attractive alternative in mitigating the hardware maintenance issue.

6.3.5 Security

The current version of ICCP (ICCP 2002) and prior versions do not inherently provide security protocols at the application layer. However, the ICCP standard is being updated to provide full certificate-based security at the application layer – using Public Key Infrastructure (PKI) standards. Major vendors have implemented beta versions of secure ICCP and conducted successful interoperability tests. Full security is expected to be incorporated into the next ISO/IEC 60870-6-503/802 Third Edition. Figure 10 is the statement of objectives for the ICCP security update from IEC TC57 WG15.
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Figure 10 – ICCP Security Objectives

Since ICCP capability continues to be advanced through new ISO standards, the ICCP protocol is the most attractive alternative in providing for future security needs anticipated by ERCOT.
6.3.6 Cost

The cost tables in this section were developed to provide a comparative cost for each of the alternatives. The cost comparison considers only estimates of equipment and communication services. The ultimate actual cost to each participant depends greatly on the participant’s existing systems, its approach to EMS integration, its vendors’ strategies, and the participant’s future plans. Table 19 estimates the total hardware and software cost (ERCOT and MP) to support the increased communication demand imposed by the Nodal protocols using ICCP communication. Table 20 provides an estimate of the annual cost for communication services. These costs are not intended to, and should not be used for budgetary purposes.
Table 19 – Alternative 3 ICCP Comparative Capital Cost
[image: image32.emf]Equipment Quanty Unit Cost Ext Cost Comments

ICCP Server 2 7000 14000

Estimated Cost per ICCP link 14,000 $       

Approximate cost to add 20 ICCP links 280,000 $      Estimate assumes 20 participants have 

no ICCP capability.

Comparative Capital Cost for ICCP Communication   (for comparison purposes only)


Table 20 – Alternative 3 ICCP Comparative Annual Cost
[image: image33.emf]Service Quantity Unit Annual Ext Annual

Transport Service (DS0 usage) 0 300 0

Total Annual Cost per RTU - $             

Approximate annual circuit cost for 20 ICCP Links - $              The vast majority of market participants 

will have no added transport cost due to 

spare Frame Relay circuit capacity.

Comparative Annual Cost ICCP Communication   (for comparison purposes only)


6.3.7 Overall Assessment

ICCP was specifically designed to support inter-control center data exchange. ICCP provides for the exchange of data that is assumed to have been acquired from telemetering devices and fully processed by the data owner. ICCP allows the data owner to implement data access controls and support data exchange with multiple control centers. ICCP functionality continues to be advanced and will soon support full certificate-based security under the Public Key Infrastructure.

7 conclusions and recommendations
This section summarizes the Analysis of the Alternatives presented in Section 6. It includes an evaluation of each alternative’s relative ability to conform to the requirements specified in Section 5. This section presents a “Side by Side” comparison of the alternatives and recommends the preferred alternative.

7.1 Analysis Summary
The summary of the analysis developed in Section 6 is presented in Table 21 – Summary of Qualitative Analysis. The summary serves to provide a side-by-side comparison of the alternatives with symbols showing the relative merit of the alternatives with respect to each analysis criterion.

Each issues is used as a criterion for evaluation and is assigned a weight, or level of importance. The symbol (  represents the greatest weight and ( represents the least weight.

For each alternative, a rating symbol is shown to represent the alternative’s relative merit among all the alternatives, and reflects the conclusion of the statement below the symbol. For the quantitative analysis, the symbols have the following meanings:

( 
is assigned a numerical rating of 1 which indicates that the alternative is a poor solution to the related issue.

(    is assigned a numerical rating of 2 indicating that the alternative offers an improved solution to the related issue, but the solution is less desirable than that of another alternative.

(     is assigned a numerical rating of 3, meaning that the alternative is the best solution to the related issue as compared to the other alternatives.

Table 21 – Summary of Qualitative Analysis

	Criterion
	Retain DNP
	Upgrade to DNP/IP
	Convert to ICCP

	Capacity and Performance
(
	(
To support the 4-second AGC cycle with 2-second response monitoring, DNP processing in the RTU and FEP is limited to about 250 points. As a result, the Nodal model will require a greater than 2 times increase in the number of RTU connections. Multiple FEPs at ERCOT will also be needed to support the data volumes required by the Nodal model.
	(
DNP/IP offers no performance improvement over DNP. Although native routing of the protocol is provided, the master/slave relationship between the FEP and RTU is retained. The FEP will continue to scan, wait for response, and scan again, imposing the same performance limitations as DNP. Although raw bandwidth is not an issue, the added TCP/IP stack processing overhead may further constrain performance. DNP/IP does not remove the need to double the number of RTU connections.
	(
The client/server model employed by ICCP eliminates the scan/response sequential operations imposed by DNP. Since data is exchanged directly between control centers, there is no need for RTUs and related communication channels. Data exchange takes place over existing Frame Relay circuits.

	Quality Codes
(
	(
DNP is designed to indicate the quality of a value based on the results of a telemetering function. DNP has no standard for applying quality codes to data exchanged between control centers. ERCOT has expended a great deal of effort in making DNP quality code semantics consistent across market participants.
	(
DNP/IP retains all of the application layer attributes and behavior of DNP/IP. Adoption of this alternative offers no improvement to the quality code issue.
	(
ICCP quality codes are more comprehensive than those provided by DNP and are specifically designed for the server control center to communicate the attributes of a value to the client control center.

	Database Maintenance

(
	(
DNP stores analog values stored as A/D counts. Units conversion testing adds effort to the point-to-point verification process when points are added or moved.
	(
DNP/IP retains the DNP object library, so analog values are stored as A/D counts. Units conversion testing adds effort to the point-to-point verification process when points are added or moved.
	(
Since ICCP is designed for inter-control center data exchange, analog values are exchanged in any form control centers agree on. Exchanging floating point values in designated engineering units is a native ICCP capability.

	Hardware Maintenance
(
	(
Troubleshooting is complicated by the large number of components, interfaces, and signal conversions.
	(
Troubleshooting is simplified and easier to monitor since there is only one interface between the DNP/IP LAN port and the LAN switch. All other networking components are common equipment.
	(
Troubleshooting is simplified and easier to monitor since there is only one interface between the ICCP server’s LAN port and the LAN switch. All other networking components are common equipment.

	Security
(
	(
Point-to-Point network is inherently secure, so security should not be a major issue. That said, if ERCOT considers the point-to-point connections to be a security risk, DNP cannot support any of the standards-based security mechanisms available.
	(
DNP/IP does not inherently provide security protocols at the application layer. The DNP/IP standard leaves security to vendor implementation, but recommends source IP address validation. Real security must be implemented externally, for example via site-to-site VPN.
	(
The current version of ICCP (ICCP 2002) and prior versions do not inherently provide security protocols at the application layer. However, ICCP is being updated to provide full certificate-based security at the application layer – using the Public Key Infrastructure (PKI). As with DNP/IP, current versions of ICCP can be deployed with a site-to-site VPN facility.

	Capital Cost
(
	(
 $495,000 
	(
 $165,000 
	(
 $280,000 

	Annual Cost
(
	(
 $27,000 
	(
 $-   
	(
 $-   

	Overall
	(
DNP is being used for an application it was not designed to support.
	(
Although DNP/IP provides better support for transporting information through the communication infrastructure, all of its application layer functions are identical to those of DNP. 
	(
ICCP was specifically designed to support inter-control center communication.


Table 22 translates the qualitative analysis for the content in Table 21 into a quantitative evaluation of the alternatives. Each alternative’s rating is multiplied by the weight assigned to the evaluation criteria to determine the alternative’s score. The alternative’s score for each criterion are summed to determine the overall score of the alternative. Comparing the overall scores of the alternatives provides insight in determining the preferred alternative.

Table 22 – Quantitative Analysis

[image: image34.emf]Criteria Weight RTU/DNP DNP/IP ICCP RTU/DNP DNP/IP ICCP

Capacity and Performance 6 2 1 3 12 6 18

Quality Codes 5 1 1 3 5 5 15

Database Maintenance 4 1 1 3 4 4 12

Hardware Maintenance 3 1 3 3 3 9 9

Security 2 1 2 3 2 4 6

Capital Cost 1 1 3 2 1 3 2

Annual Cost 1 1 3 3 1 3 3

28 34 65

0 6 37

Ratings Scores

Overall Scores

Scores Relative to RTU/DNP


The quantitative analysis shows ICCP is the preferred alternative by a substantial margin. The small improvement represented by DNP/IP is expected since this protocol retains all of the limitations of DNP except the lack of routability.

7.2 The Recommended Alternative

This evaluation shows that ICCP is clearly the recommend communication protocol to support the Texas Nodal Project. Among all the issues examined, ICCP mitigates the two most important issues due to the following ICCP architectural features:

· ICCP can perform multiple operations simultaneously over the same communication link. For example, the protocol can receive and process AGC signals at the same time it is sending 2-second performance data. There is no need for the client EMS (ERCOT) to request values from the server (Market Participant) since the scan/reply paradigm, while supported, is entirely unnecessary. Configuring the server system to simply send the desired performance data every 2 seconds increases the communication resource utilization efficiency. Although ICCP supports setpoint controls, AGC values can be more efficiently conveyed to the Market Participant by simply writing the AGC values to the server’s database. Considering the magnitude of the number of AGC signals required in the Nodal model, ICCP is the only practical solution.

· Getting quality code semantics right has been a chronic problem for ERCOT. A great deal of effort has been expended on this issue and a great deal of progress has been made. However, problems still remain and new inconsistencies must be addressed each time a new or upgraded Market Participant system is brought on-line. ICCP was built to allow control centers to have direct control over quality codes and they are more versatile and structured. ICCP object quality codes can be made consistent by policy rather than by troubleshooting due to their structure, comprehensive design, and definitive way the EMS can set them.

7.3 Strategic Recommendations

This section presents conceptual details for the recommended AGC communication strategy for the Texas Nodal Project, highlighting strategy’s benefits as well as conversion implications for both ERCOT and its market participants.

7.3.1 ERCOT Strategy for ICCP Real-time Data Exchange

ERCOT can most effectively support ICCP data exchange of all real-time data by adding an ICCP Front End Processor (FEP) so that two FEPs support real time data exchange. One FEP would be dedicated to TDSP data exchange, and the other would be dedicated to QSE data exchange.

Separating ICCP FEPs this way enhances both hardware and software maintenance. Database updates (the most common maintenance function) performed on one class of data exchange does not impact the other class. For example, restarting the real-time QSE FEP has no impact on TDSP data exchange. The converse is also true. Spreading the communication load across two FEPs also improves overall system performance and provides spare capacity for system growth.  The maintenance cycles are TDSP and QSE data are different.  Therefore, separating the ICCP FEPs will reduce the impact on the business processes in which these entities participate.  

7.3.2 Participant Strategies for ICCP Real-time Data Exchange

Market participants have a wide variety of system configurations and data exchange capabilities. The effort and cost for any given market participant to convert to real-time data exchange via ICCP is therefore subject to great variation. Conversion cost across the spectrum of systems that need to be upgraded is thus extremely difficult to judge in the analysis. Despite this variation, participants can be grouped into capability categories and a general conversion effort can be predicted for each category. A market participant will experience one of four conversion efforts as follows:

Table 23 – Relative ICCP Conversion Complexity

	Conversion Effort
	Relative Complexity
	Comment

	(1)
No conversion required.
	None
	Participant is already exchanging all data via ICCP.

	(2)
Move RTU data to ICCP
	Small
	Involves adding all points presently on the RTUs to the ICCP database.

	(3)
Move RTU data to ICCP and configure a new ICCP association with ERCOT
	Medium
	Includes the effort of recommendation (1) plus testing new ICCP associations with ERCOT.

	(4)
Procure and implement ICCP via system upgrade or ICCP gateway
	Large
	Involves procuring an ICCP communication upgrade or adding an ICCP gateway.


The conversion efforts listed above can be predicted for market participants according to the following existing capabilities.

Table 24 – Market Participant Conversion Strategies

	Number of Participants with the stated capabilities
	Participant Type
	Current Data Exchange Capabilities
	Conversion Recommendation

	
	
	Real-time Data via RTU?
	Real-time Data via ICCP?
	ICCP Available?
	

	9
	TDSP
	No
	Yes
	Yes
	1

	12
	QSE
	Yes
	Yes
	Yes
	2

	2
	QSE
	Yes
	No
	Yes
	3

	7
	QSE
	Yes
	No
	No

(or unknown)
	4

	4
	TDSP
	Yes
	No
	No
	4


The level of effort for a particular participant to convert to full ICCP data exchange depends on a number of factors such as:

· The total number of RTU points that must be mapped to the ICCP database

· The readiness of a system without ICCP to accept an ICCP upgrade

· For participants choosing an ICCP gateway, the native protocols available to connect the participant’s system to the gateway and the means by which physical connections can be established

Participants choosing an ICCP gateway must carefully consider how the gateway will connect to the participant’s system. Keep in mind that the ability to achieve reliable quality code semantic standardization must not be compromised; neither should communication performance. Ideally, the gateway interface should follow the client/server model rather than the master/slave model of most RTU protocols.

appendix a data exchange summary of other iso’s
This appendix provides a high level overview of AGC strategies implemented at other ISOs. All of the information presented in this appendix was derived primarily from documents in the public domain.

For each ISO, the table summarizes the AGC-related data sent and received, and the protocol used for data exchange. The four ISOs listed are a good representative sample of all US ISOs. ISOs not listed employ strategies similar to those included in Table A-1.

Table A-1 Data Exchange Strategies of Other ISOs

	ISO
	Direction
	Data Exchanged
	Frequency
	Protocol
	Comments

	NYISO
	Send
	Unit basepoint
	5 min
	XML
	SCED output

	
	
	Unit Commitment
	15 min
	
	

	
	
	UDG
	6 sec
	ICCP
	6 sec AGC cycle, unit set point per unit, number of units unknown

	
	Receive
	Unit MW
	6 sec
	ICCP
	AGC monitoring inputs received at same frequency as AGC cycle

	
	
	Unit Connection status
	
	
	

	
	
	Tie line flows
	
	
	

	
	
	Frequency
	
	
	

	PJM
	Send
	Unit basepoint
	?
	XML
	SCED output

	
	
	Assigned Regulation MW
	10 sec
	ICCP
	2 sec AGC cycle, signals sent per MP.

	
	
	ACE MW
	2 sec
	
	

	
	
	Real-time regulation MW
	
	
	

	
	
	Desired MW
	
	
	

	
	
	Generation Status
	
	
	

	
	Receive
	External tie MW
	2 sec
	ICCP
	

	
	
	Total actual generation MW
	2 sec
	
	

	
	
	Total Regulation MW
	2 sec
	
	

	
	
	Actual Internal Market Seller’s MW
	2 sec
	
	

	
	
	Actual Net Interchange MW
	2 sec
	
	

	MISO
	Send
	Economic dispatch
	5 min
	XML
	MISO does not perform AGC. It computes real-time market data and passes the data to Control Areas (CAs) to support their AGC applications.

	
	
	Target NSI MW
	4 sec
	ICCP
	Per-CA output data

	
	
	Target NSI MS
	4 sec
	
	

	
	
	Current basepoint MW for ARS adjustments
	4 sec
	
	

	
	
	Unit sharing basepoint MW adjustment
	4 sec
	
	Per-Unit in each CA

	
	
	4 unspecified analog points
	10 sec
	
	Per-CA

	
	
	6 unspecified analog points
	60 sec
	
	

	
	
	2 unspecified analog points
	60 sec
	
	Per-Unit in each CA

	
	Receive
	CA ACE
	10 sec
	ICCP
	

	
	
	CA Actual Interchange
	10 sec
	
	

	
	
	Dynamic Schedules (MWs)
	10 sec
	
	

	
	
	Frequency
	10 sec
	
	

	
	
	CA spinning reserve (MW)
	60 sec
	
	

	
	
	CA supplemental reserve
	60 sec
	
	

	
	
	CA net load
	60 sec
	
	

	
	
	CA LSE load
	60 sec
	
	

	CAISO
	Send
	Unit basepoint
	5 min
	XML
	SCED output

	
	
	AGC Unit setpoint
	4 sec
	DNP
	Setpoints or Raise/Lower signals for 1200 resources.

	
	Receive
	Gross Unit MW
	4 sec
	DNP
	

	
	
	Unit Point of Delivery MW
	
	
	

	
	
	Gross Reactive Power (MVAR)
	
	
	

	
	
	Net MVAR
	
	
	

	
	
	Aux Load MVAR
	
	
	

	
	
	Generator Terminal Voltage
	
	
	

	
	
	Unit High Operating Limit MW
	
	
	

	
	
	Unit Low Operating Limit MW
	
	
	

	
	
	Analog Heartbeat
	
	
	

	
	
	Unit Connection Status
	
	
	

	
	
	Unit Control Status
	
	
	

	
	
	Automatic Voltage Regulator Status
	
	
	

	
	
	Power System Stabilizer Status
	
	
	


Table A-1 shows that CAISO is most similar to ERCOT data exchange under the current Zonal market. PJM is most similar to ERCOT’s planned operation under the new Nodal market.

Table A-2 provides links to documents of other ISOs that discuss their data exchange strategies in more detail.
Table A-2 Background ISO Document Reference

	ISO
	Document Title
	URL

	MISO
	ICCP Data Exchange Specification
	http://www.midwestmarket.org/publish/Document/10b1ff_101f945f78e_-7ea90a48324a?rev=3

	PJM
	Control Center Requirements
	http://www.pjm.com/contributions/pjm-manuals/pdf/m01v11.pdf

	
	Dispatching Operations
	http://www.pjm.com/contributions/pjm-manuals/pdf/m12v13.pdf

	CAISO
	ISO Generation Monitoring and Control Requirements for AGC/Regulation Units
	http://www.caiso.com/docs/1999/09/30/1999093015332016478.pdf
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