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HW Decommission  
1/5

Unchecked Growth

Impact of Change

Current TCC 
Threshold:  
202.5kVA

$2.8M

How Much is Too 
Much?

TCC PDUs are rated for 
225kVA with a not-to-
exceed rating of 90%.  

Can we operate at 
95%?  Likely, but not 

smart. 
What if we only focused 

on active projects?
Domain Restructuring will 
free up ~8kVA and QA will 
move 37kVA from TCC to 
ACC.  This will push the 

threshold out to early fall.

Calculating Power:
 Pulled from Aperture, these 

figures are nameplate 
values with a 70% 

adjustment for manufacturer 
conservatism 

When do we Buy?
The server market is going 

through dramatic change over 
the next few years with 

virtualization, multi-cores, and 
reduced thermals driving 

demand for innovation.  Short 
answer:  tomorrow is always 

better.

X86 Failure Rates:
Months 0-36:            6%
Months 0-48:          50% 
Months 0-60:        100%

Includes failures that impact and 
do not impact service.

Source:  Gartner

Understanding the requirements in terms of service 
demands is critical in making technology decisions.  
Thinking in terms of 1:1 replacements will lead to 

overspend and undercommit.

2008Today

1M TpM
Intel IA-64 
(Madison)

64 Processors

82 RU / 42 kVA

Intel IA-64 
(Tukwila)

4 Processors

4RU / 4 kVA

2006 Xeon Processor Lineup
Power Consumption per Processor Socket

Q1

Paxville DP

Q2

Perf. Optimized 
Dempsey

Q2

Rack Optimized 
Dempsey

Q3

Woodcrest

Q4

Ultra-Dense 
Woodcrest

There is light at the 
end of the tunnel!

Is Virtualization a Dream?
Intel, AMD, Microsoft, HP, 

and others are heavily 
vested in virtualization.  

The technology is 
production ready today and 

will be ubiquitous in 24 
months

Benefits of Decommissioning 
and Tech Refresh:

Aside from power reclamation, 
this will define technology 

lifecycle, create a process for 
technology refresh and validate 

IT as the owner of ERCOT 
technologies.

Why is tech refresh risky?
Technologically, it is fairly 

straightforward, easily 
packaged, and readily 

outsourced.  Coordination 
and cooperation are the 

real challenge.

Density is the Real 
Problem:

 In the datacenter, thermal 
demand is a product of 

power consumption.  
Space is an independent 

variable.  ERCOT has 
usable space, but no 

usable power.  Thus, we 
need to increase density.

EA Recommendations

Relieves TCC Congestion, Defines 
utility computing for ERCOT

Initiate DC Virtualization PR-
60011 

2

Relieves TCC Congestion, Prep for 
DR

Accelerate QA Buildout PR-
40070

1

Relieves TCC congestion, Preps 
business for IT ownership of tech 
lifecycles

Initiate Decommission/Dell 
Refresh Project

1
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