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Document Goals and Intended Audience

The goal of this document is to describe the major components of the ERCOT systems and the interrelationships.  This is to help frame the discussion of changes in the systems as we migrate to the Nodal Market thru the Market Redesign process.
The intended audience are the Information Technology departments within ERCOT and the Market Participants.
System Overview
The Public Utilities Commission of Texas (PUCT) has determined that the ERCOT market will move to a nodal market on January 1, 2009 to increase transparency in energy prices and to enable direct assignment of local congestion costs. This mandate requires that ERCOT design and implement the nodal market system and transition from the current zonal market to the nodal market in the next 3 years. 
The fundamental difference between the nodal market and zonal market is that, in the nodal market, Qualified Scheduling Entities (QSE) will submit bids and offers at the resource level instead of the portfolio level and that the market clearing prices would be calculated at the nodal level instead of the zonal level – the implication of nodal level calculation is that it will be inclusive of the transmission congestion cost calculated at all nodes of the grid instead of the few zones.  
A high-level design impact analysis indicates the maximum impact is to the wholesale market and grid operations and of less or very little impact to the retail market. 

Overview Use Case

Below is a visualization of the major users of ERCOT systems and the primary components they interact with.  This provides a high level look at the different user groups and the major components they use.  In addition to the relationships shown, there are system to system connections that are used between ERCOT and the Market.  These system to system connections are expected to become more numerous and flexible as ERCOT increases the number of web services available.
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Notice that the lines cross the various basic boundaries to get to the core components.  This means that a successful interaction for the user relies on success at each of the outer layers.  For example – “Managing the Grid” rests on “Information Services”, “Information Services” rests on the ERCOT infrastructure, and all of these require 

Component Overview

The high level components that constitute the wholesale market/Grid operations are:

a) Registration System
b) Network Model Management System (NMMS)
c) Energy Management System (EMS)
d) Market Management System (MMS)
e) Commercial Systems (Settlements and Billing)
f) Monitoring applications for Credit, Market & Compliance

g) Reporting/Analysis (Enterprise Data warehouse/Enterprise Information Services – EDW/EIS)
h) External Interfaces between ERCOT and participants 
i) Infrastructure, Training, Testing


[image: image3.emf]XML

ERCOT.

com

Energy Management

Network Model

Management

Day Ahead

Market Management

MMS

Real Time

Market Management

External Interfaces

Retail

Transactions

Commercial

Systems

Registration

Reporting/Archiving - Information Systems

ICCP/RTU Portal EDI

Infrastructure, Training, Testing


A brief overview of the system description would begin with the Registrations system where market participant entity relationships are defined and propagated to the rest of the system. The NMMS is the repository of all the network data for the entities defined in the registration system and this network data is used in EMS, Market and the Settlements systems. 
The EMS is a mission critical system designed to operate the power grid in real time – the functionality includes communicating to the market through ICCP/RTU, Supervisory Control and Data Acquisition, Load Forecast, Renewable Power Production forecast, Frequency Control, and a suite of Network Applications containing the State Estimator, Contingency Analysis, real time stability analysis tool, as well as power flow and stability tools used in study applications such as outage coordination studies. 

The Market system, also a real time mission critical system, consists of a set of market clearing engines and a relational data base housing the set of market rules as defined in the ERCOT protocols to be used in operating and managing the ERCOT markets – Day Ahead Market, Ancillary Services, Reliability Unit Commitment, Congestion Revenue Rights, and the Real Time Security Constrained Economic Dispatch/Locational Marginal Price Calculator. All the market clearing engines that need to use the network model in their calculations derive the model from the NMMS/EMS. 
The Settlement system caters to settling all the billing determinants as defined in the ERCOT protocols using the data from Market System, Load Profiling & Aggregation, and Metering and Renewable credit applications. The Credit Monitoring application evaluates the credit exposure for all participants and validates their credit against their limit to decide if the participant is qualified to participate in the market. 
The EDW/EIS is the repository of all the archived data and provides extracts/reports for market participants, compliance reporting as well as market monitoring and market analysis. A detailed description of each of these components is provided in the ensuing sections.

From system design perspective, the nodal market differs from the zonal market in the following aspects:

1. Data complexity – In general, the common parameters of electricity markets are Demand (load) data, schedules, offers/bids, congestion model data, price calculation points, time intervals, resource plan etc. Of these:

a. any data pertaining to time interval will be increased by 3 times (5 minute interval against 15 minute interval) 
b. any data pertaining to zonal level in the zonal market (load schedule, price calculation points etc) and corresponding to nodes in the new market will have an 1000 times increase (from 5 zones to 5000-6000 buses) 
c. any data corresponding to zones but now corresponding to resources (bids/offers) will be increased by 4 times (currently of 150 for all QSE/zones will be 500-600 resources). 

2. Computational/Algorithmic complexity – The Day Ahead Market (DAM), Reliability Unit Commitment (RUC), Security Constrained Economic Dispatch,  Locational Marginal Price (LMP) calculator, Congestion Revenue Rights (CRR) involve large scale computation, due to:  
a. number of variables (due to number of intervals, number of solution variables, number of contingencies etc) 
b. congestion calculation in the Simultaneous Feasibility Testing calculation, which again is based on number of intervals, number of contingencies, number of buses etc). 
c. usage of Mixed Integer Programming (MIP) increases both computational complexity and solution complexity. In terms of the algorithmic complexity, the nodal market clearing engines are relatively more transparent than the zonal algorithms, since the injections and flows are based on the physical laws of electricity unlike the zonal algorithms which use aggregated and clustered data which requires heuristic disaggregation at various levels. 

3. Data Interface complexity – The increased volume and diversity of data points (5 zones to 5000/6000 buses, increased requirement on network model update software, diverse type of data across systems - for example, generator breaker status data required in settlement systems) pose a considerable challenge in designing the data interface across the Registration-NMMS-EMS-Market-Settlement –EDW/EDI Systems, such that the primitive data deployment is performed in a timely and consistent manner.

4. Communication complexity – The change of Real Time (RT) interval from 15 minutes to 5 minutes and the increase in the number of data points requires that the communication channels for the RT data i.e.  XML, ICCP, and RTU to the participant’s systems are designed and implemented to meet this new requirement. 
5. Architectural complexity –  It is not only that the requirement to maintain inter-site and intra-site failover/availability for the mission critical real time systems (EMS and MMS) would continue with the nodal market, but also  the monitoring, control and RT market applications would require to be highly available. The increased data volume and computational performance expectation require that the architectural design caters to this new increased demand.
The purpose of this document is to describe these components more in detail and identify the architectural requirements for each of them and their interfaces for data flow in the Nodal Market.

Component Overview

Registration

The registration system maintains both the market participant information, including relational data between market participants, and market asset information including the related network model characteristics.  This system is the sole source of all the identified market drivers influencing the Texas market from the players to the assets.  The data residing in this system will mark what has been verified and approved for participation within this market.  The data from this system will feed into the NMMS, MMS and the Settlement System.

	Component
	Nodal Impact (5 for MAX or NEW; 1 for MIN)
	Availability Requirement ( Include periodicity & execution cycle time)
	Technology / software requirement
	Hardware Requirement
	Risks
	Assumptions

	Asset Registration
	
	Outage Tolerance:  Requires DR.  <12 hours

Registration system must be highly available.

	
	I/O Characteristics:  

Reads: medium
Writes: medium, 

Storage Characteristics:

Working Size:  <100GB
Quarterly Growth:  >10%, 

Retention: >1yr
Computation Characteristics:

Floating Point Computations:  low
Type:  transactional
	
	1. Any data found on this system was approved for the market and will be used as such.




Network Model Management System

The purpose of the Network Model Management System (NMMS) is to a) provide capabilities to input, edit network model data and validate the data for use in numerous applications b) create network model cases to be used for annual planning, Congestion Revenue Rights auctions, Dynamic Simulation and Network Operations models; deploying these network cases to the production system so the model data can be used in the respective applications when the corresponding equipment is operational in the field. 

The NMMS receives asset data from the Registration system and the network model cases are fed into the Energy Management System for use in the respective applications and are also posted on the Portal web site.
	Component
	Nodal Impact (5 for MAX or NEW; 1 for MIN)
	Availability Requirement ( Include periodicity & execution cycle time)
	Technology / software requirement
	Hardware Requirement
	Risks
	Assumptions

	NMMS
	5
	NMMS must be fault tolerant

NNMS must be highly available between 6:00am and 12:00pm.
	Proprietary (add mode detail)

	
	1. NMMS is on the critical path

2. Futuristic modeling requirements for time dated modeling and ability to drive the system and station one-lines
	


Energy Management System
The Energy Management System (EMS) is a mission critical system designed to monitor and operate the electric power grid in a reliable manner. The EMS supports a couple of application suites – Real Time and Study Applications. The Real Time Applications are run as part of a Real Time Sequence that could be triggered either by a periodic or an event trigger. The Study applications are run on demand by the operator/engineer to study certain specific system conditions.
Real Time Applications – Supervisory Control And Data Acquisition (SCADA), Load Forecast, Renewable Production Potential Forecast, Load Frequency Control, Performance Monitoring, State Estimator, Network Security Application, Stability Analysis 
Study Applications – Dispatcher Power Flow, Contingency Analysis, Transient Stability Analysis, Voltage Security Analysis, Transmission Outage Approval Study tool.
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Supervisory Control And Data Acquisition (SCADA)

The SCADA application periodically communicates with the Market Participant Systems either through the Inter-control Center Communication Protocol (ICCP) or to the Remote Terminal Units (RTU) directly. The SCADA performs the following functions - Data collection, Data conversion, Data validation, Alarm generation and Event notification. The set of data received/sent includes Generation MW, MVAR; Load MW, MVAR; Flows on Transmission line and transformers; Close/Open status of breakers and switches etc.
Load Forecast

Provides load forecasts with different levels of granularity for the next 2 years. The mid-term load forecast will predict hourly loads for the next 168 hours based on weather forecasts and historical loads. The long-term load forecast will predict minimum and maximum daily Load for the next 2 years. Both mid-term and long-term load forecast applications must have self training mode to review historical load data and retrain the algorithms.
Renewable Production Potential Forecast 

Produces forecasts of Renewable Production Potential (RPP) for Wind-powered Generation Resources (WGR) to be used as an input into the Day-Ahead Reliability Unit Commitment (DRUC) and Hour-Ahead Reliability Unit Commitment (HRUC), using information provided by WGR Entities, meteorological information, and SCADA.
Load Frequency Control

Controls system frequency every 4 seconds by matching the generation with the changing load. LFC calculates Area Control Error (ACE) as a function of frequency deviation and the system bias as well as DC tie deviation from schedule. Based on the ACE, portfolio specific deployments are sent to Qualified Scheduling Entities (QSE) to correct the ACE. QSEs in turn sending the control signals to the power plants to follow ERCOT signals. Currently QSEs are controlling to schedule control error (SCE) instead of ACE. In Nodal the concept is that ERCOT is responsible for controlling the frequency and QSEs will just follow ERCOT signals rather than the actual frequency error. 

In the nodal market, SCED runs every 5 minutes and calculates the unit Base points and will be telemetered to QSEs. Every 4 seconds, LFC calculates ACE based on the frequency error and comes up with regulation signals for the units participating in regulation (with bids). As per the ERCOT protocols, aggregated regulation signals will be sent to QSEs and they will determine relative participation of their units and communicate the same back to ERCOT. 

Performance Monitoring

This function is used to measure the performance of ERCOT in terms of controlling the frequency by calculating the L10 and Control Performance Standard 1 (CPS1) as per the NERC specification. In addition, the performance of QSEs will be measured in terms of providing obligated ancillary services as agreed to support the frequency. 
Dynamic Rating

Dynamic Rating application is used to calculate the ratings of the transmission elements based on the temperature. There are two ways the ratings are established: a) Transmission Service Provider (TSP) providing the ratings through SCADA to be used in the Real Time Sequence b) TSP providing look up table that would be used in Study Applications.
State Estimator

The State Estimator (SE) is used to filter redundant real time data, eliminate incorrect measurements, produce reliable system state and, to a certain extent, determine power flows in parts of the system that is not directly metered. The functionality includes system state estimation, state tracking, measurement anomaly detection and identification, network model validation.

Real Time Network Security Application/RUC Network Security Application
The function of Network Security Application is to identify a set of transmission constraints (thermal, voltage, stability) that need to be included in the respective market clearing process. The RUC Network Security Application is run as study application while the Network Security Application for RT SCED is run as part of the Real Time Sequence. This includes the use of Voltage Scheduler for real time purposes.
Stability Analysis /Limit Calculator
Determine transfer capabilities along major transmission corridors subject to system voltage and angle stability as well as contingency and scheduled outage considerations. The Limit Calculator performs the same function as the Voltage Stability Analysis tool (VSA) but has a look ahead capability.
CRR SFT
The CRR Simultaneous Feasibility Test (SFT) uses a DC power-flow model to model the effect of CRR Auction bids and offers on the expected system network topology during the auction term.  This SFT is not a system reliability test and is not intended to model actual system operating conditions.  The SFT is run during the determination of the winning bids and offers for the CRR Auction.
DAM SFT

The DAM SFT, similar to the CRR SFT, is used in the Day Ahead Market clearing process for a) Evaluate all CRRs for feasibility to determine hourly oversold quantities, prior to execution of DAM b) Identification of transmission constraints during the DAM Market clearing process
Weather Forecast

ERCOT procures weather information (maximum/minimum temperature) information actual and forecast values for a number of weather stations across Texas.  This information is used in the load forecasting models and is made available to the Market Participants.

System Studies
System studies involves ERCOT engineers/operators performing various power flow/contingency analysis type studies for analysis purposes. This includes the use of Voltage Scheduler function.
Outage Studies

Outage studies involves ERCOT coordinators analyzing the impact of proposed outages and use the results to approve/disapprove outages.

	Component
	Nodal Impact (5 for MAX or NEW; 1 for MIN)
	Availability Requirement ( Include periodicity & execution cycle time)
	Technology / software requirement
	Hardware Requirement
	Risks
	Assumptions

	SCADA
	5
	
	
	
	
	

	State Estimator
	4
	High Fault Tolerance and High Availability

	
	
	1. Additional telemetry needed from TSP to meet solution performance requirements – not in ERCOT’s control

2. Incorporate Topology Estimation
	

	Real Time Network Security Application/ RUC Network Security Application
	
	High Fault Tolerance and High Availability

	
	
	
	

	Outage Scheduler
	4
	High Fault Tolerance and High Availability

	
	
	
	

	Network Security Application
	
	High Fault Tolerance and High Availability

	
	
	
	

	Load Frequency Control
	5
	High Fault Tolerance and High Availability

	
	
	
	

	Performance Monitoring
	5
	High Fault Tolerance and High Availability

	
	
	
	

	Stability Analysis/Limit Calculator
	2
	High Fault Tolerance and High Availability

	
	Multi CPU


	
	

	Dynamic Rating
	2
	High Fault Tolerance and High Availability

	
	
	
	

	Load Forecast
	
	High Fault Tolerance and High Availability

	
	
	
	

	Renewable Production Potential Forecast (RPRF)
	
	High Fault Tolerance and High Availability

	
	
	1. Installed base of similar application from any vendor is unknown

2. Highly dependant on data supplied by the WGRs

3. Accuracy of the output will impact the UC significantly

4. Solar and run-of-the-river hydro need to be addressed as well
	

	Outage Studies
	5
	High Fault Tolerance and High Availability

	
	
	
	

	DAM SFT
	5
	
	
	
	
	

	CRR SFT
	5
	
	
	
	
	


Market Management System
The Market Management System (MMS) primarily resides on a relational database with an Operator Interface and a Market Interface using a combination of Web browser and a XML interface. Day Ahead Market, Supplemental Ancillary service Market, Reliability Unit Commitment, Security Constrained Economic Dispatch are the primary set of Market Analytical Functions used to perform market clearing. Current Operating Plan is the repository of the details of the resource plan from the QSEs. The Outage Scheduler is a scheduling application used to coordinate scheduling of outages. The MMS exchanges data with the Commercial Applications Systems for Registration and Settlements and the Enterprise Data Warehouse for warehousing.
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Outage Scheduler

This a scheduling application used to facilitate scheduling of transmission and resource outages. The market participants submit the details of the outage equipment through the XML/Portal interface. The Outage Coordinators run outage studies on the forecasted system conditions as well as contingency conditions to study the impact of the intended outages. Based on the outcome of the studies, the outages are either approved, disapproved, or modified by discussing with the participants. The outage studies application primarily uses a study power flow tool.
Day Ahead Market (DAM)
From the ERCOT Nodal Protocols, the definition is “The Day-Ahead Market (DAM) is a daily, co-optimized market in the Day-Ahead for Ancillary Service capacity, certain Congestion Revenue Rights, and forward financial energy transactions.” Bids/offers are submitted through the web service or Portal interface. The awarded quantity and the prices from the market clearing engines are sent through the web services and Portal interface to the participants as well as to the Settlement system.
Supplementary Ancillary Service Market (SASM)
This market for supplementary ancillary service is run closer to Real-Time and the creation of this market is based on the sole discretion of ERCOT under certain conditions that ERCOT deems necessary to create a SASM. Bids/offers are submitted through the XML/Portal interface. The awarded quantity and the prices from the market clearing engines are sent through the web services and Portal interface to the participants as well as to the Settlement system. 

Reliability Unit Commitment (RUC)
The purpose of Reliability Unit Commitment (RUC) is to ensure that enough Resource capacity, in addition to Ancillary Service capacity, is committed in the right locations to reliably serve the forecasted Load.  The Day-Ahead RUC (DRUC) is conducted at least once a day and the Hourly RUC (HRUC) is run at least one before each hour of the Operating Day.  ERCOT, in its sole discretion, may conduct a RUC at any time to evaluate and resolve reliability issues. The DRUC must be run after the close of the Day-Ahead Market (DAM). The Bids/offers are submitted through the XML/Portal interface. The awarded quantity and the prices from the market clearing engines are sent through the XML/Portal interface to the participants as well as to the Settlement system.
Current Operating Plan 
The Current Operating Plan (COP) is primarily a data repository of the resource data provided by the QSEs on the various statuses of their resources. This data covers a time range of 7 days for each resource and is continuously updated. 

Security Constrained Economic Dispatch (SCED)
The Security Constrained Economic Dispatch (SCED) process is designed to simultaneously manage energy balance and congestion through calculation of Resource Base Points and the Locational Marginal Prices (LMP) every five minutes.  The SCED process uses a two-step methodology that applies mitigation prospectively to resolve Non-Competitive Constraints for the current Operating Hour.  The SCED process evaluates Energy Offer Curves and Output Schedules to produce a least cost dispatch of On-Line Generation Resources to the total current generation output level, subject to transmission constraints.  

Verbal Dispatch Instructions (VDI) & Emergency and Short Supply Operation
One of ERCOT’s responsibilities is to maintain the reliability of the ERCOT grid. ERCOT shall utilize the market processes to the fullest extent to maintain the reliability of the grid. Under certain conditions when this is not possible, ERCOT shall utilize manual overrides to ensure grid reliability. Verbal Dispatch Instructions (VDI) is one of the methods used. Emergency and Short Supply Operations are procedural steps to be followed when Emergency and Short Supply conditions exist.

Congestion Revenue Rights Auction (CRR Auction)
The two main functions of the Congestion Revenue Rights (CRR) component is to auction the available network capacity of the ERCOT Transmission System that is not allocated to NOIE’s, wind generation resources (WGR) or sold in previous auctions and to facilitate bilateral trading on the MIS.  This component will use information from the CRR Network Model, offers and bids from market participates and other information and auction several products.  (PTP options, PTP Obligations, and MCFRI’s)  The auction must be a single-round, simultaneous auction and SFT’s are run during the determination of the winning bids and offers.  Credit limits are also considered by the auction system.  The CRR component will need to be able to conduct annual auctions (for two year terms), monthly auctions and possibly a balance of the year auction. For each auction the CRR component provides CRR statements to the market participants and information to the Financial Transfer component.

	Component
	Nodal Impact (5 for MAX or NEW; 1 for MIN)
	Availability Requirement ( Include periodicity & execution cycle time)
	Technology / software requirement
	Hardware Requirement
	Risks
	Assumptions

	VDI & ESS
	5
	VDI & ESS must be fault tolerant

VDI & EMSS must be highly available 
	1. Communication procedures must be robust.

2. Audit trail to keep track of all information related to VDI or emergency condition needs to be kept.

3. Database (Oracle?) that provides the infrastructure for data repository and supports workflow.

4. Schema design to perform audit trail on selected data.

5. Business Rule Engine for ease of implementation and maintenance of data validation and workflow

6. Configuration file driven messaging system so that new messages can be created or existing messages can be modified without significant code change. This messaging system can be used to communicating information to the market.

7. Centralized logging/monitoring for analyses and trouble shooting
	
	Complexity of continuously correlating VDI with COP and various other data (output schedules versus Offers for resources, AS insufficiency, SCADA, etc.)


	

	Day Ahead Market (DAM)
	5
	DAM must be fault tolerant

DAM must be highly available between 6:00am and 12:00pm


	1. Number crunching application engine with large volume of input and output data. To achieve robustness, this application engine must incorporate network analysis type function internally (like SFT) rather than iterating with another application engine (SFT). 

2. To achieve high fault tolerance and availability, two or more engines can be run simultaneously with the same input data and one of the results will be used (whichever comes first ?) – assumption is that both will produce the same result.

3. Database (Oracle?) that provides the infrastructure for data repository and supports workflow.

4. Schema design to perform audit trail on selected data.

5. Business Rule Engine for ease of implementation and maintenance of data validation and workflow

6. Configuration file driven messaging system so that new messages can be created or existing messages can be modified without significant code change. This messaging system can be used to communicating information to the market.

7. Snapshots for all data used by DAM for post mortem and market monitoring.

8. Centralized logging/monitoring for analyses and trouble shooting
	
	1. Network model setup issues used in DAM

2. Pricing issues (use shadow prices which is not intrinsic to the mechanism used to clear the market – Mixed Integer programming)


	

	Reliability Unit Commitment (RUC)
	
	RUC must be fault tolerant

RUC must be highly available
	1. Number crunching application engine with large volume of input and output data. To achieve robustness, this application engine must incorporate network analysis type function internally (like SFT) rather than iterating with another application engine (SFT). 

2. To achieve high fault tolerance and availability, two or more engines can be run simultaneously with the same input data and one of the results will be used (whichever comes first ?) – assumption is that both will produce the same result.

3. Database (Oracle?) that provides the infrastructure for data repository and supports workflow.

4. Schema design to perform audit trail on selected data.

5. Business Rule Engine for ease of implementation and maintenance of data validation and workflow

6. Configuration file driven messaging system so that new messages can be created or existing messages can be modified without significant code change. This messaging system can be used to communicating information to the market.

7. Snapshots for all data used by RUC for post mortem and market monitoring.

8. Centralized logging/monitoring for analyses and trouble shooting
	
	1. Nodal Protocols indicate a AC power flow type analysis. This may adversely impact performance as well as lead to infeasible solutions.

2. Transmission constraints are dependant on the dispatch pattern. The current RPRS model has issues with this as the dispatch pattern is NOT realistic due to incorrect dispatch (by design- almost zero energy costs used). This problem becomes 

3. Performance (especially for HRUC – the market period for which this runs may be more than a day)

4. Network model setup issues used in RUC

5. Pricing issues (use shadow prices which is not intrinsic to the mechanism used to clear the market – Mixed Integer programming)
	

	Current Operating Plan (COP)
	
	Current Operating Plan must be fault tolerant

Current Operating Plan must be highly available
	1. Audit trail to keep track of changes to COP submitted by the QSE’s to:

2. Assist in dispute resolution

3. Feed other applications with appropriate data from COP

4. Database (Oracle?) that provides the infrastructure for data repository and supports workflow.

5. Schema design to perform audit trail on selected data.

6. Business Rule Engine for ease of implementation and maintenance of data validation and workflow

7. Configuration file driven messaging system so that new messages can be created or existing messages can be modified without significant code change. This messaging system can be used to communicating information to the market.

8. Centralized logging/monitoring for analyses and trouble shooting
	
	Complexity of continuously correlating COP to various other data (output schedules versus Offers for resources, AS insufficiency, SCADA, etc.)
	

	Security Constrained Economic Dispatch (SCED)
	
	SCED must be fault tolerant

SCED must be highly available
	· Number crunching application engine with large volume of input and output data. To achieve robustness, this application engine must incorporate network analysis type function internally (like SFT) rather than iterating with another application engine (SFT). 

· To achieve high fault tolerance and availability, two or more engines can be run simultaneously with the same input data and one of the results will be used (whichever comes first ?) – assumption is that both will produce the same result.

· Database (Oracle?) that provides the infrastructure for data repository and supports workflow.

· Schema design to perform audit trail on selected data.

· Business Rule Engine for ease of implementation and maintenance of data validation and workflow

· Configuration file driven messaging system so that new messages can be created or existing messages can be modified without significant code change. This messaging system can be used to communicating information to the market.

· Snapshots for all data used by SCED for post mortem and market monitoring.

· Centralized logging/monitoring for analyses and trouble shooting
	
	Complexity of continuously feeding correct COP, SCADA and other data to real time SCED
	

	Supplementary Ancillary Service Market (SASM)
	
	SASM must be fault tolerant

SASM must be highly available
	1. Number crunching application engine with large volume of input and output data. 

2. To achieve high fault tolerance and availability, two or more engines can be run simultaneously with the same input data and one of the results will be used (whichever comes first ?) – assumption is that both will produce the same result.

3. Database (Oracle?) that provides the infrastructure for data repository and supports workflow.

4. Schema design to perform audit trail on selected data.

5. Business Rule Engine for ease of implementation and maintenance of data validation and workflow

6. Configuration file driven messaging system so that new messages can be created or existing messages can be modified without significant code change. This messaging system can be used to communicating information to the market.

7. Snapshots for all data used by SASM for post mortem and market monitoring.

8. Centralized logging/monitoring for analyses and trouble shooting
	
	1. Complexity of continuously correlating COP data and transmission constraints from HRUC with AS insufficiency to determine the need for SASM

2. Need to correlate telemetered AS limits (HASL,LASL) with AS insufficiency.

3. Pricing issues (use shadow prices which is not intrinsic to the mechanism used to clear the market – Mixed Integer programming)
	

	CRR Auction
	5
	The CRR component must be fault tolerant

The CRR component must be highly available. 

Recover from DR within 24 hours


	
	I/O Characteristics:  
Reads: heavy
Writes: medium 

Storage Characteristics:

Working Size:  <100GB
Quarterly Growth:  >10%
Retention:   >1yr
Computation Characteristics:

Floating Point Computations:  heavy
Type:  analytical 

Production

Db server ?

File/rpt server ?

App servers ?

Itest

Db server ?

File/rpt server ?

3 to 5 app servers ?
	1. This component will have significant interface requirements with CRR network model.

2. A test environment is necessary.


	


Commercial Systems
The main function of the Commercial Systems component is to generate the Settlement Statements and Invoices as prescribed by the protocols for both the DAM and RTM.  The Settlement Statements and Invoices for the DAM are required to be posted more or less the day after the operating day.  In general, there is a DAM Statement and Invoice for each operating day and resettlement of the DAM should be very rare but can occur.  Posting requirements for the Settlement Statements and Invoices for the RTM are similar to the current ERCOT zonal market.  (i.e. initials, finals, true-ups ad-hocs are expected and weekly invoicing is also specified in the draft nodal protocols)   For each operating day about 80 different calculations will need to be executed in a batch process that runs each night.  These calculations cover all the charges and payments for both the DAM and RTM including payments and charges to CRR holders and the end of month CRR balancing accounts.  The charges and payments in the DAM and RTM include those for day-ahead energy, ancillary services, day-ahead RUC, hourly RUC, real-time energy, RMR, black start, supplemental ancillary services, and others.   It is assumed that this component will not provide any of the required financial transfer functions and will not calculate late fees.  This component will also provide much of the data and calculations for Credit Monitoring. 
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Financial Transfer
The main function of the Financial Transfer component is to facilitate the financial transfers associated with the DAM Settlement Invoices, the RTM Settlement Invoices, the Settlement Late Fee invoices and the CRR Auction invoices.  This component tracks the amounts due from market participants and applies their payments as they are received.  It also, calculates late fees and generates Late Fee invoices.  It also calculates the amounts that should be paid out to market participants incorporating the logic required in the event of short payments.
Credit Monitoring

The main function of the Credit Monitoring component is to determine and monitor Counter-Party Credit Exposure.  This component uses information primarily from Settlements and Billing component to estimate several liabilities and in the end determine a “Total Potential Exposure for a Counter-Party”.  This component will also be used to impose a credit limit on each Counter-Party participating in the DAM and/or the CRR Auctions.

	Component
	Nodal Impact (5 for MAX or NEW; 1 for MIN)
	Availability Requirement ( Include periodicity & execution cycle time)
	Technology / software requirement
	Hardware Requirement
	Risks
	Assumptions

	Settlements & Billing
	5
	The Settlements and Billing component must be fault tolerant

The Settlements and Billing component must be highly available. Some short term outages can be tolerated.


	Need to explore better ways to “capture” data from MMS that is used by this component.


	I/O Characteristics:  

Reads: heavy
Writes: heavy
Storage Characteristics:

Working Size:  >1TB
Quarterly Growth:  >10%
Retention:  >1yr
Computation Characteristics:

Floating Point Computations:  heavy
Type:  analytical 

Production:

Database server

File/report server

3 to 5 application servers 

Itest

Database server

File/report server

3 to 5 application servers

Dev/PTEST

Database server

File/report server

3 application servers
	1. The calculation of the 15 minute SPP’s from the “5 minute” SCED data will be done in a different component.

2. Financial transfer and late fee calculations will be done in a different component (the Financial Transfer component).

3. Several test environments are also planned and procured.

4. None or only minor changes to the metering of generation output .the Data Aggregation Process and Load Profiling.

5. Data replication and recovery will be identified under the IT/Infrastructure area.

6. Data is already in either 15 minute energy/demand values or hourly energy/ demand values.


	

	Financial Transfer
	
	The Financial Transfer component must be fault tolerant

The Financial Transfer component must be highly available. 

Recover from DR within 24 hours


	May want to investigate other ISO’s.


	I/O Characteristics:  

Reads: low
Writes: low
Storage Characteristics:

Working Size:  <100GB
Quarterly Growth:  >10%
Retention:  >1yr
Computation Characteristics:

Floating Point Computations:  low
Type:  transactional
	1. This component will have moderate interface requirements with Settlements and Billing component.

Test environment is probably not necessary.
	

	Credit Monitoring
	5
	Daily calculation;

Credit Monitoring system must be highly fault tolerant
Credit Monitoring system must be highly available.
	
	
	
	


Information Services – Enterprise Data Warehouse

Source System Replication
Near real-time replication of source side systems, capturing all intra-day transactions (inserts, updates, and deletes)

Operational Data Store
This system is used as

· source archive

· integration environment for data warehouse data marts

· integrated environment for reporting on historical source information

Business Intelligence

A standardized layer of business logic used to answer business questions about information in the source systems.

Data Extraction

Based on both Protocol and Market expectations, information from our source systems is transferred directly to them, typically as it is stored in its relational format.  This allows the Market to simulate ERCOT systems and study information locally within their systems.

Reporting

Reporting environment for internal, the PUCT, and the Market (under review)
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	Component
	Nodal Impact (5 for MAX or NEW; 1 for MIN)
	Availability Requirement ( Include periodicity & execution cycle time)
	Technology / software requirement
	Hardware Requirement
	Risks

	Source System Replication
	
	Outage Tolerance:  Requires DR.  24-48 hours, requires backlog queues to be in available for zero transaction loss. 

Outages impacting Market extract and reporting deliverables require notice.


	Oracle Data Guard

Quest SharePlex


	I/O Characteristics:  

Reads: (heavy)

Writes: (heavy)

Storage Characteristics:

Working Size:  (<100 GB)

Quarterly Growth:  (based on transaction load and backlog considerations)

Retention:  (real-time)

Computation Characteristics:

Type:  (transactional)
	

	Operational Data Store
	
	Outage Tolerance:  Requires DR.  24-48 hours, requires backlog queues to be in available for zero transaction loss.  

Outages impacting Market extract and reporting deliverables require notice
	Oracle Database


	I/O Characteristics:  

Reads: (heavy)

Writes: (heavy)

Storage Characteristics:

Working Size:  (>15TB – estimate for 2006)

Quarterly Growth:  (~25%)

Retention:  (4 yrs online, 3 offline)

Computation Characteristics:

Type:  (analytical and transactional)
	

	Business Intelligence
	
	Outage Tolerance:  Requires DR.  24-48 hours, requires backlog queues to be in available for zero transaction loss. 

Outages impacting Market extract and reporting deliverables require notice.


	Cognos Report Net


	I/O Characteristics:  

Reads: (heavy)

Writes: (low)

Storage Characteristics:

Working Size:  (<100GB – for metadata)

Quarterly Growth:  (<10%)

Retention:  (follows ODS)

Computation Characteristics:

Type:  (analytical)
	

	Data Extraction
	
	Outage Tolerance:  Requires DR.  24-48 hours, requires backlog queues to be in available for zero transaction loss.  

Outages impacting Market extract and reporting deliverables require notice.


	Oracle, custom code, MID/MIR


	I/O Characteristics:  

Reads: (heavy)

Writes: (heavy)

Storage Characteristics:

Working Size:  (<1TB)

Quarterly Growth:  (<25% - dependent on data growth and extract retention policies)

Retention:  (based on individual requirements)

Computation Characteristics:

Type:  (transactional)
	

	Reporting
	
	Outage Tolerance:  Requires DR.  24-48 hours, requires backlog queues to be in available for zero transaction loss.  

Outages impacting Market extract and reporting deliverables require notice.


	Oracle, custom code, MID/MIR


	I/O Characteristics:  

Reads: (heavy)

Writes: (medium - low)

Storage Characteristics:

Working Size:  (<100GB)

Quarterly Growth:  (<50%)

Retention:  (TBD)

Computation Characteristics:

Type:  (analytical)
	


Market Information System

See Enterprise Data Warehouse

Market Monitoring/Market Analysis

The purpose of this function is to a) Provide the necessary analytical tools to the PUCT and Wholesale Electric Market Monitor (WEMM) b) Provide necessary analytical tools to ERCOT staff for analyzing market results either for price correction if needed or to support future market design activities by the stakeholders. The set of tools includes statistical analysis tool as well as the ability to re run the various market clearing engines. 

	Component
	Nodal Impact (5 for MAX or NEW; 1 for MIN)
	Availability Requirement ( Include periodicity & execution cycle time)
	Technology / software requirement
	Hardware Requirement
	Risks
	Assumptions

	Market Monitoring / Market Analysis
	5
	
	
	
	
	


Compliance 

The purpose of this function is to provide necessary analytical tools to monitor compliance with both NERC and WEMM requirements.Market Monitoring / Market Analysis

	Component
	Nodal Impact (5 for MAX or NEW; 1 for MIN)
	Availability Requirement ( Include periodicity & execution cycle time)
	Technology / software requirement
	Hardware Requirement
	Risks
	Assumptions

	Compliance
	5
	
	
	
	
	


Data Interface Requirements
The graphic below depicts the major interfaces.
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Below is a list of various interfaces between the major components and the related details of frequency of transfer and volume per transfer. The intent is to understand the traffic pattern between the major components so that appropriate integration technology (e.g. Service Oriented Architecture) could be designed. 
	FROM
	TO
	Data Description
	Frequency of Data Transfer
	Volume / Transfer

	Registration
	NMMS
	Asset Registration, Entity relationship
	On Demand
	

	Registration
	MMS
	Asset Registration, Entity relationship
	Daily
	

	Registration
	Settlement
	Asset Registration, Entity relationship
	Daily
	

	NMMS
	EMS
	Primitive Network model data
	On Demand
	

	NMMS
	CRR Auction
	Primitive Network model data
	On Demand
	

	NMMS
	EDW/EIS
	Primitive Network model data
	On Demand
	

	EMS
	MMS
	On-line Network model, Study Network model
	Every 4 seconds for LFC, Every 5 minutes for RT, Daily for DAM, RUC, AS; Also on demand
	

	EMS
	EDW/EIS
	On-line Network model, Study Network model
	Daily
	

	MMS
	Settlement
	Awards, Procurement, Price, and Three-part Supply Offer data for DAM-committed and RUC-committed Resources
	Daily
	

	MMS
	CRR Auction
	Not sure what will be passed from MMS to CRR Auction
	
	

	MMS
	EDW/EIS
	Bids/offers, awards, procurement, price etc
	Daily
	

	Settlement
	MMS
	Not sure what will be passed from Settlement to MMS
	
	

	Settlement
	EDW/EIS
	Bill determinants, billing statement etc
	Daily
	

	Settlement
	Credit Monitoring
	QSE invoice data
	Daily
	

	Settlement
	Financial Transfer
	QSE invoice data
	Daily
	

	CRR Auction
	MMS
	
	
	

	CRR Auction
	Settlement
	CRR awards, price etc
	
	

	Web/Portal
	Registration
	Asset Registration, Entity relationship
	
	

	Credit Monitoring
	MMS
	QSE qualification
	Daily
	

	Web/Portal
	NMMS
	Primitive Network model data
	On Demand
	

	Web/Portal
	MMS
	Bids/offers, COP, schedules etc
	On Demand
	

	Web/Portal/EDI
	Metering
	
	
	

	Web/Portal/EDI
	Load Profiling & Aggregation
	
	
	

	Web/Portal/EDI
	Retail
	
	
	

	MMS
	Web/Portal
	Awards, Procurement, Price
	Every 5 minutes for RT, Daily for DAM
	

	EDW/EIS
	Web/Portal
	Extracts & Reports
	On Demand
	

	ICCP/RTU
	SCADA
	Telemetry
	every 10 seconds
	

	SCADA
	ICCP/RTU
	Telemetry
	every 4 seconds
	

	SCADA
	Settlement
	Change in circuit breaker status for DAM-committed and RUC-committed Resources
	Daily
	

	Settlement
	Web/Portal
	Settlement statements, etc.
	Daily
	

	CRR Auction
	Web/Portal
	CRR Auction invoices, etc.
	
	

	CRR Auction
	Financial Transfer
	CRR Account holder invoice data
	
	

	CRR Auction
	Credit Monitoring
	
	
	

	Credit Monitoring
	CRR Auction
	
	
	


Hardware Conceptual Design

This section provides a list of Server Processor types (App, Web and DB), performance, scalability, capacity and Disaster Recovery details for the components.
For estimating purposes we defined three different server levels:

	Characteristics
	Server A
	Server B
	Server C

	I/O Bandwidth (Internal)
	High
	Medium
	Low

	I/O Bandwidth (External)
	High
	Medium
	Low

	Transactional Load
	High
	High
	Medium

	Analytical Load
	High
	Medium
	Low

	Floating Point
	High
	High
	Low

	Processor Type
	IA64 (Itanium2), RISC
	EM64T, Opteron, Virtual
	EM64T, Opteron, Virtual

	Max Processing Sockets
	64
	4
	2

	Max Processing Cores
	128
	8
	4

	Logical Configuration
	Multi-Node Clusters
	Multi-Node Clusters
Distributed Parallel Processing

Standalone
	Multi-Node Clusters

Distributed Parallel Processing

Standalone

	Node Types
	Cells
	Standalone
Virtual Machines
	Standalone

Virtual Machines


User Interface Design

The purpose of this section is to propose a design framework and appropriate technology components for data transfer and application integration based on the architectural requirements and interface data, provided in the previous sections.  
Programmatic Interface Design

The programmatic interfaces will be based on web service best practices and make use of XML Schema Documents to describe the information values, labels, and requirements.

User Interface Design
Changes of the magnitude expected with the Market Redesign – increased grid complexity, changes in the market structure, and changes to the length of the intervals provide us an opportunity to revisit the task structure needed to successfully meet the challenges.  Some of our current processes rely on manual processes and user-built decision aids.  The increase in the amount of information and the number of decisions leads to a more complex decision environment.  To ensure grid reliability we should perform the following steps:
· task definition/analysis

· workload analysis

· job definition

· tool requirements definition

· tool design and testing

· tool development and testing

· console operations validation and testing
At each step of the way it is critical to keep the users engaged and involved thru the use of prototypes and other tools.  Designing effective decision support tools requires understanding the users, the tasks, the information, the decisions and the relationships between those components.
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