TAC Recommendation Report


	SCR Number
	745
	SCR

Title
	Retail Market Outage Evaluation and Resolution

	Timeline

(Normal or Urgent)
	Urgent
	Recommended Action
	Approval

	Proposed Effective Date
	Upon system implementation.

	Priority and Rank Assigned
	Subproject One - Priority 1.1 and rank of 8 for Phase I and II Subproject Two - Priority 1.2 and rank of 58.5 for Phase III 

	System Change Description
	ERCOT IT performed a full system evaluation to determine the root causes for unplanned retail system outages and developed this SCR to address this issue.  
This SCR will be implemented in two subprojects; 

(1)    Phase I, NAESB and Proxy Clustered, and Phase II, Paperfree Clustered environment
(2)    Phase III, Database Clustered environment
Each phase involves the purchase and installation of hardware to eliminate single points of failure by delivering system failover and redundancy capabilities.

Attached are the evaluation and a graphical design for the current retail system infrastructure, highlighting the single points of failure. 

	Reason for Request
	To improve the Retail Market system performance and reliability by significantly reducing ERCOT Retail system outages.

	Overall Market Benefit
	A reduction of ERCOT Retail Systems unplanned outages.

	Overall Market Impact
	Improve market performance and reliability. 

	Consumer Impact
	None. 

	Procedural History
	· SCR745 was posted on 5/12/2005.

· RMS considered SCR745 on 6/15/05.

· RMS considered SCR745 on 7/13/05.

· TDTWG sponsored the SCR745 workshop on 07/28/05.

· On 08/10/05, RMS considered SCR 745 and reviewed the Impact Analysis. 

· On 08/24/05, PRS concurred with RMS’s recommendation of a priority of 1.1 and a rank of 30.

· On 09/08/05, TAC considered SCR 745.

· On 10/06/05, TAC reconsidered the SCR 745.

· On 10/18/05, the Board considered SCR745.

· On 11/03/05, TAC considered SCR745.

· On 11/09/05, RMS considered SCR745.

· On 11/17/05, PRS unanimously voted to recommend approval of a priority of 1.1 and rank of 8 for Subproject One and a priority of 1.2 and rank of 58.5 for Subproject Two.
· On 12/01/05, TAC considered SCR745.


	RMS Recommendations (indicate whether all segments were present for the vote, and the segment of parties that voted no or abstained)
	On 6/15/05, RMS unanimously voted to recommend approval of SCR745 with the scope to perform a full evaluation of the retail systems and determine possibilities for resolving and eliminating ERCOT retail system outages.  All market segments were present. 

On 7/13/05, RMS voted to expand the scope of the SCR to include recommended solutions.  There was one abstention from the Independent REP segment.  All market segments were present for the vote.

On 08/10/05, RMS voted to recommend approval of SCR 745 and restated that SCR745 should remain a priority of 1.1.  The motion passed with one nay vote from the Consumer Group.  All Market segments were present.  RMS also voted to recommend approval of the impact analysis with one abstention from the Consumer group.  All market segments were present. 

On 11/09/05, RMS voted to recommend the approval of two subprojects and a priority of 1.1 and rank of 8 for Subproject One, priority of 1.2 and rank of 58.5 for Subproject Two.  The motion passed unanimously.  All Market segments were present. 


	Summary of RMS discussions
	On 6/15/05, RMS discussed and recommended the approval of SCR745 with the scope to perform a full evaluation of the retail systems and determine possibilities for resolving and eliminating ERCOT retail system outages. 

On 7/13/05, RMS began reviewing options for solutions developed by ERCOT Staff based on the system evaluation and scheduled a workshop on 7/28/05 to discuss the recommended solution options.  

On 08/10/05, RMS discussed the recommended solution options discussed at the SCR 745 workshop held on 07/28/05, as well as the impact analysis developed by ERCOT on the recommended solution options.  Specifically, RMS reviewed and discussed the recommended options for NAESB Proxy Server improvements, NAESB application, Paperfree improvements, and Database servers for all retail systems.    RMS also restated that SCR745 should remain a priority of 1.1.
On 11/09/05, ERCOT presented to RMS a proposed Service Level Agreement which includes a schedule for plan outages and system availability after the implementation of Phase I and II of SCR745. If the target percent for system availability can not be achieved by Phase I and II then Phase III will be considered for implementation. RMS recommended a workshop to discuss the SLA at a later date. RMS also discussed the CBAs and impact analyses for each phase.   


	TAC Recommendations (indicate whether all segments were present for the vote, and the segment of parties that voted no or abstained)
	On 09/08/05, TAC voted to recommend approval of SCR745 as recommended by RMS with one opposing vote from the IOU segment; and 8 abstentions from the Municipal (2), Consumers (4), and IPM (2) segments. All market segments were present. 

On 10/06/05, TAC voted to grant urgent status to SCR745 with one abstention from the Independent Power Marketer (IPM) segment. All market segments were present. 

On 11/03/05, TAC unanimously voted to remand SCR745 to RMS. All market segments were present. 

On 12/01/05, TAC unanimously voted to recommended approval of two subprojects and a priority of 1.1 and rank of 8 for Subproject One, priority of 1.2 and rank of 58.5 for Subproject Two. All market segments were present. 



	Summary of TAC discussions
	On 09/08/05, TAC discussed the merits of SCR745 and the process for reviewing the Cost Benefit Analysis (CBA).

On 10/06/05, TAC reviewed SCR745 and discussed the possibility that only urgent requests may be considered by the Board in October. TAC granted urgency for SCR745 because of the high availability solutions this SCR will provide for resolving ERCOT’s Retail Systems unplanned outages.  

On 11/03/05, TAC reviewed the Board discussion about the CBA for SCR745 and ERCOT Staff’s plans for additional discussion at RMS. 

On 12/01/05, TAC reviewed RMS’ recommendation and discussed the Service Level Agreement concept.

	Board Action 
	On 10/18/05, the Board unanimously voted to remand SCR745 to TAC.

	Summary of BOD discussion
	 On 10/18/05, the Board discussed the costs and the benefits to market participants associated with SCR745. The Board remanded SCR745 to TAC with instructions to re-submit it as separate items, each with its own CBA.


	
	Impact
	Benefit

	
	Business
	Computer Systems
	

	ERCOT
	Minimal impacts are anticipated. There will be some changes to procedures that have been linked to outages or durations 
	There will be significant impacts on all sub-systems that support the Retail Market, if a single point of failure is identified in the system. 
	Ensure Market performance and reliability through a reduction of ERCOT Retail Systems unplanned outages.

	MARKET SEGMENT                      
	
	
	

	Consumer
	
	
	

	LSE:
General, Including NOIE
	
	
	Ensure Market performance and reliability through a reduction of ERCOT Retail Systems unplanned outages.

	LSE:
CR & REP
	
	
	Ensure Market performance and reliability through a reduction of ERCOT Retail Systems unplanned outages.

	QSE
	
	
	

	Resource
	
	
	

	TDSP
	
	
	Ensure Market performance and reliability through a reduction of ERCOT Retail Systems unplanned outages.


	Original Sponsor

	Name
	Debbie McKeever on behalf of TDTWG

	Company
	TXU Delivery

	Segment
	IOU


	Comments Received

	Comment Author
	None

	
	None received


	Business Case for Proposed System Change



Issue:
Over an extended period of time, repeated unplanned ERCOT system outages were experienced which affected Texas Retail Market transaction processes. TDTWG has completed initial analysis indicating these outages are primarily attributed to single points of failure within the ERCOT Retail Market infrastructure. This is detailed in the Outage Appendix (Appendix 2) within this document.  Based on the analysis of the outages, it is evident that the current ERCOT Systems and processes supporting Retail must be expanded and/or modified to ensure greater availability and/or reliability such that Retail Market transaction processing will not be negatively affected by these outages.
To accomplish this, ERCOT’s NAESB systems must be highly available in order for associated trading partners to not receive errors in the EDM standard of the push/push communications environment. In addition to EDM errors, ERCOT NAESB and Retail sub-systems (TCH, EAI, Siebel, PaperFree) should be highly available in order for transaction timing and associated processes to not be potentially negatively impacted. ERCOT internal processes supporting these systems must be reviewed and if necessary modified to further protect and ensure Retail Market processes. This will include training opportunities within ERCOT.  
Retail Systems Software Architecture was addressed through PR-30082 *CASUP * but that project did not include the High Availability (HA) solution for NAESB and all Retail sub-systems. Note: Planned ERCOT system outages for maintenance and upgrades are not part of this SCR; however, if the resolution is implemented it will in many instances lessen the duration of planned outages. 
The following graph (‘Issue Types’) illustrates the distribution of the types of issues across the outages captured in Appendix 2:
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The following graph (‘Duration of System Outage’) illustrates the distribution of total outage time per system area captured in Appendix 2:

[image: image2]
The following graph (‘Recommended SCR Actions to Address Issues’) describes the recommended SCR Action to address the outages captured in Appendix 2:
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Resolution:

TDTWG recommends the implementation of load balanced and redundant proxy servers, creation of a clustered application environment for Retail sub-systems and the creation of a clustered database environment. Specifically for NAESB communications, TDTWG recommends a capability that permits site failovers to a secondary site. Implementation of these recommendations would prevent the single points of failures from causing any of the sub-systems to become unavailable.
TDTWG recommends initial steps be taken by ERCOT IT. ERCOT IT should evaluate all system processing causing system outages in order to provide the best cost-based solution to the Retail Market possible. In addition, ERCOT IT should review internal testing processes and testing environments to determine if testing environments equivalent to production should be part of the recommended solution. This is relevant since some of the past outages were caused by production failures that might not have occurred if testing environments were the same as production.

Please note: While it is difficult to guarantee 100% system reliability 100% of the time, ERCOT Retail unplanned system outages would virtually cease to occur if all recommendations included in this SCR were implemented. 
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Appendix:

Appendix 1 (Glossary):
API: Application Programming Interface: Abbreviation of application program interface, a set of routines, protocols, and tools for building software applications. A good API makes it easier to develop a program by providing all the building blocks. A programmer puts the blocks together. Although APIs are designed for programmers, they are ultimately good for users because they guarantee that all programs using a common API will have similar interfaces. This makes it easier for users to learn new programs.

CA: Certificate Authority. A CA is an authority in a network that issues and manages security credentials and public keys for message encryption and decryption.
CPU:  Central processing unit:  the main computational section of a computer that interprets and executes millions of instructions per second.
CSA: Commercial Systems Applications: Package 2 of the original market delivery.

DADW: Data Archive Data Warehouse: the internal ERCOT organization and application area responsible for the development and delivery of the data archive and warehouse. Now known as EIS (Enterprise Information Services).

DB: Acronym for database
DNS:  Domain Name Server (or System/Service): an Internet service that translates domain names into IP addresses.
DMX:  Symmetrix DMX:  series of Storage Area Network products manufactured and marketed by a storage vendor.  Used analogously with SAN.
DMZ:  Demilitarized Zone: a middle ground between a trusted internal network and an untrusted, external network (for example, the Internet). The DMZ is a subnetwork (subnet) that may sit between firewalls or off one leg of a firewall.
EAI:  Enterprise Application Integration:  an application instance of SeeBeyond used to integrate the systems within ERCOT.  Example: TCH to Siebel, TCH to Portal/TML, etc…
EDM: Electronic Delivery Mechanism. See NAESB EDM standards www.naesb.org
ESI ID: Electric Service Identifier: The ESI ID number is a unique premise identifier
ETS: ESI ID Tracking System: used by ERCOT internal.

FasTrak: Retail Market Issue resolution system.
FTP:  File Transfer Protocol:  a mechanism for transferring files from one computer to another, often across a network or via a modem.
GISB: Versions before 1.6 of the EDM transport protocol developed by NAESB. See NAESB.

GIGABYTE: One billion bytes. One byte is 8 bits. The letter “a” on the keyboard is 8 bits expressed as 10000110, where 1 and 0 represent “on” and “off” gates.
HA:  High Availability:  a protocol and associated execution that ensures a certain relative degree of computing-system operational continuity in any downtime event.
HP: Acronym for the company Hewlett Packard. Typically refers to systems developed and or sold by HP.
LDAP:  Lightweight Directory Access Protocol: a protocol used to access a directory listing. It is being implemented in Web browsers and e-mail programs to enable lookup queries.
MAESTRO:  The scheduling software used at ERCOT to batch and process wholesale data.
Memory:  Any hardware that can store data for later retrieval (RAM: Random Access Memory).
MOS: Market Operating System

NAESB:  North American Energy Standards Board:  the primary industry forum for development and promotion of business practice and electronic communication standards in North American wholesale and retail natural gas and electricity markets.
ODBC: Open DataBase Connectivity: standardized interface, or middleware, for accessing a database from a program.

OS: Acronym for Operating System
PaperFree:  The application at ERCOT responsible for mapping EDI into XML inbound into ERCOT and XML into EDI outbound.
SeeBeyond: Packaged integration software used at ERCOT for its TCH and EAI solutions.

Components include IQs (proprietary file-base queuing), BOBs (business object brokers), and e*Ways (process mechanisms).
Siebel:  the registration application at ERCOT.
SAN:  Storage Area Network:  a network designed to attach computer storage devices such as disk array controllers and tape libraries to servers. 
SNMP: Simple Network Management Protocol: the network management protocol used almost exclusively in TCP/IP networks. SNMP provides a means to monitor and control network devices, and to manage configurations, statistics collection, performance, and security.
Stronghold:  Stronghold is a commercial version of Apache Web Server, distributed by RedHat Inc.
TCH:  Transaction Clearing House:  an application instance of SeeBeyond that processes retail transactions at ERCOT.  
TCP/IP: Transmission Control Protocol/Internet Protocol: the basic communication language or protocol of the Internet

TML:  Texas Market Link:  the ERCOT Portal 
Verisign:  a trusted Certificate Signing Authority which validates the owner and signs Digital IDs for use with secure Internet applications
VxFS:  Veritas File System: a file system that was developed by Veritas Software as the first commercial journaling file system. Through an OEM agreement, VxFS is used as the primary file system of the HP-UX operating system, although HP-UX calls it JFS. It is also supported on AIX, Linux, and Solaris.
Appendix 2 (Outages):
The date range for the outages includes all of 2004 and 2005 through April 30th.

GISB was replaced by NAESB in April of 2004.  References to GISB are made in the description of the outage but are categorized by NAESB in the System column. Please note that the proposed solution of “High Availability” is identified as HA which in most instances will mean redundant systems are needed. 
	No.
	System 
	Date
	Description
	Duration
 in Minutes
	Outage Action
	System
	Process
	Training
	SCR Action

	1
	PaperFree
	4/26/2005
	867 load job did not restart
	2160
	Restarted the job that loads 867's into TCH
	 
	X
	X
	Internal

	2
	TCH
	4/25/2005
	Performance degradation
	0
	Queues moved off and back on.
	 X
	 
	 
	HA

	3
	SIEBEL
	4/24/2005
	Siebel post migration adjustments
	120
	Migration
	 
	X
	 
	HA

	4
	NAESB
	4/23/2005
	The server had black-screened. Windows Admin walked console ops through rebooting the server. PaperFree on-call verified that NAESB was online and receiving transactions.
	60
	Reboot
	X
	 
	 
	HA

	5
	TML
	4/21/2005
	Find ESI ID and Find Transaction unavailable
	120
	Restarted services for Catalina Apache & WWW Publishing
	X
	X
	 
	Internal

	6
	TCH
	4/14/2005
	JMS bridges were out of synch
	0
	Degradation:  Replaced JMS bridge queues and resynched eWays and BOBs
	X
	 
	 
	Vendor

	7
	TCH
	3/31/2005
	JMS bridges were out of synch
	0
	Degradation:  Replaced JMS bridge queues and resynched eWays and BOBs
	X
	 
	 
	Vendor

	8
	NAESB
	3/24/2005
	NAESB unable to connect to DB
	32
	Restart Service
	X
	X
	 
	HA

	9
	PaperFree
	3/23/2005
	Duplicate 997 Functional Acknowledgements sent to one CR
	0
	Stopped and restarted 997 process
(No outage; processing issue with the system)
	X
	 
	 
	Internal

	10
	EAI
	3/21/2005
	EAI server unresponsive
	14
	Required a ReBoot
	X
	 
	 
	HA

	11
	PaperFree
	3/15/2005
	PaperFree 867 processing issues
	648
	FA Card Change/ReBoot
	X
	X
	X
	SAN Architecture Review

	12
	All Retail
	3/14/2005
	DMXT1 experience severe memory issues, and all Directors rebooted and hosts lost access to the SAN Devices on DMXT1
	172
	Replace Memory Card
	X
	 
	 
	HA

	13
	NAESB
	3/3/2005
	The server black screened.  
	40
	Reboot
	X
	 
	 
	HA

	14
	FasTrak
	2/24/2005
	ERCOT was experiencing an emergency outage of both the FasTrak and Retail Testing Website applications
	100
	The web server was unable to create a connection (ODBC) to the database
	X
	 
	 
	HA

	15
	NAESB
	2/23/2005
	The JBOSS service stopped accepting connections from the Market
	26
	Restart Service
	X
	 
	 
	HA

	16
	NAESB
	2/18/2005
	The server black screened.  
	75
	Reboot
	X
	X
	X
	HA
Console Operators given access and procedures to resolve

	17
	TCH
	2/16/2005
	Emergency Release of SIR 9619 on Feb. 16, CR 72271 Duplicate tran_ids (BGN02) on outbound transactions
	60
	Migration
	X
	X
	 
	HA

	18
	NAESB
	2/5/2005
	The server was unable to allocate from the system paged pool because the pool was empty.  The scheduled tasks were not running.  NAESB was up but the files were not making it inbound to PaperFree.  
	135
	Reboot
	X
	X
	X
	HA

	19
	NAESB
	1/21/2005
	NAESB server went down but was available within 15 minutes.
	14
	Reboot
	X
	 
	 
	HA

	20
	TCH
	1/15/2005
	EAI server became unavailable.  Components could not be shutdown/restarted.

01-27-2005: Update: Admin found that a patch left an open call to the system creating a memory leak which in turn crashed the system (8 days later).  Might be a quarterly security patch that was applied.  Patch software was fixed to prevent the system calls from being left open.
	30
	Reboot
	X
	X
	 
	HA
Software utility changes should follow same path as software/patch revs.

	21
	NAESB
	1/11/2005
	NAESB proxy Server was reconfigured by Technology Service on accident and rebooted.  Once rebooted, server could not resolve DNS entries.
	146
	Reset Domain Name Service (DNS) and Reboot
	X
	 
	X
	HA

	22
	NAESB
	12/16/2004
	NAESB server DNS issue causing Proxy to stop accepting SSL
	1545
	New server was promoted to production and large log file was deleted.
	X
	 
	 
	HA

	23
	PaperFree
	12/9/2004
	Outbound Driver hanging on duplicate transactions.
	240
	Query that outbound_txbundle uses to pull duplicate transactions from tbldup_archive was modified to use an existing index on that table.
	 
	X
	 
	Internal

	24
	PaperFree
	12/7/2004
	250K duplicate transactions were redropped.
	35
	Disabled XMLLoadVerify 
	 
	X
	X
	Training Issue

	25
	NAESB
	11/30/2004
	NAESB locked up with a black screen.  
	35
	Reboot: The system had to be hard booted to recover.
	X
	 
	 
	HA

	26
	NAESB
	11/8/2004
	NAESB server BECAME UNRESPONSIVE AT 9:18 PM ON 11/08/2004
	39
	Reboot
	X
	 
	 
	HA

	27
	NAESB
	10/20/2004
	NAESB server went offline due to  OS crash
	315
	System reboot
	X
	 
	 
	HA

	28
	TCH
	9/30/2004
	Expiration Records not processing
	3463
	 9/30 resumed troubleshooting and tried to create new logs for SeeBeyond. After restarting the component 2 times the process just started working. All current and back logged expiration rows have updated. 
	 
	X
	 
	Internal

	29
	TCH
	9/29/2004
	TCH Schema experienced intermittent processing outages.  Events in several IQs (iqmgr_mrc, iqmgr_get_expire etc…) were not draining out of the queue
	540
	Looking into a way to make IQs dump able, depending on any adverse performance it may cause.
	X
	 
	 
	HA

	30
	FTP
	9/27/2004
	FTP server unresponsive 
	120
	Uninstalled TCP/IP stack and then reinstalled.  Rebooted server.  Had to reconfigure some settings.  
	X
	 
	 
	HA

	31
	EAI
	9/23/2004
	EAI server locked up at 5:27am due to high resource utilization from Siebel components.  Server was unresponsive from the console and had to be hard booted.
	105
	Server was restarted, control broker and components started
	X
	 
	 
	HA

	32
	FTP
	9/17/2004
	FTP server unresponsive
	150
	Uninstalled TCP/IP stack and then reinstalled.  Rebooted server.  Had to reconfigure 
	X
	 
	 
	HA

	33
	All Retail
	9/13/2004
	The HP Database server crashed causing the NAESB, PaperFree, TCH and Siebel databases to go down.
	112
	Once the databases were brought back on-line, the applications were started beginning with NAESB
	X
	 
	 
	HA

	34
	NAESB
	9/10/2004
	NAESB encountered multiple errors when attempting to send outbound transactions.  ERCOT was also sending multiple duplicate transactions outbound to MPs.
	140
	Compress archive files in order to free up space on the drive.  The threshold for outbound connections on NAESB proxy server for the web-admin user was changed from 128 simultaneous connections to unlimited
	X
	X
	 
	HA

	35
	EAI
	9/2/2004
	EAI sever unresponsive causing 81420’s not to process.
	225
	Had to hard boot the EAI Server
	X
	 
	 
	HA

	36
	FTP
	9/2/2004
	FTP server went down and was unavailable from 5:30 to 8:25AM on Wednesday Sept. 1.  This is the 3rd time this server has gone down in 2 weeks
	180
	Box was bounced by windows admin.
	X
	 
	 
	HA

	37
	NAESB
	9/1/2004
	NAESB application server became unavailable for thirty minutes.
	30
	NAESB service was started.
	X
	 
	 
	HA

	38
	MOS 
	8/29/2004
	MOS Deployments were intermittently failing to various market participants.
	292
	Since this was the passive site the sender service was stopped. The ended the degraded deployment service. It was determined that the root cause of the java error was an expired client certificate on web server
	 
	X
	 
	Internal

	39
	NAESB
	8/17/2004
	On August 17, 2004 at 1:46 PM NAESB stopped accepting connections.
	164
	The NAESB message broker service was restarted.  Then the NAESB server was restarted
	X
	 
	 
	HA

	40
	TCH
	8/16/2004
	As of ~10:30 am, the TCH database has become unavailable.  Transactions were held in PaperFree.  NAESB and PaperFree were not affected by the TCH Database issue.  Operations took down the TCH application and all components in EAI that connected to the database.  The application was brought up 2 more times and the same issue was seen again.  After bouncing the database the components stayed up and processed as normal upon bringing it back up a 3rd time.
	300
	Restarted the database.  
	X
	X
	 
	HA

	41
	NAESB
	8/9/2004
	Taylor DMZ redesign conflicted with NAESB configuration on Cisco Load-balancer
	270
	After hours of troubleshooting the network team worked with the NAESB team to deploy a new configuration on the NAESB DMZ proxy server which allowed NAESB to send deployments at approximately 4:30am
	X
	X
	 
	HA

	42
	Web
	8/9/2004
	Applications on ercot.com were not available. Around 7:30am-9:10:am 08/09
	100
	Network Configurations were changed during DMZ redesign in such a way that the previous firewall access rules no longer applied.  When this was discovered the rules were re-implemented the access rules to reflect the new path and the problem was fixed. 
	 
	X
	X
	Training Issue

	43
	NAESB
	8/8/2004
	NAESB was not able to send/receive transactions to/from the market due to issues with the proxy and firewall issues
	1800
	It was found that the virtual IP’s did not exist anymore.  Made a change to point to physical IP’s.  The firewall was also re-configured to use physical IP’s. Re-implemented the code migration.
	 
	X
	X
	Training Issue
Process Issue

	44
	FTP
	8/4/2004
	On August 3, 2004 at 9:19 AM FTP application server became completely locked up.  The server had to be hard booted in order to restore normal operation.
	60
	Server was powered down with the power button and then restarted.
	X
	 
	 
	HA

	45
	NAESB
	8/3/2004
	On August 3, 2004 it was discovered that the NAESB outbound push was turned off.
	960
	The NAESB outbound push was turned back on.
	 
	X
	X
	Training Issue

	46
	All Retail
	7/27/2004
	TCH Database refused connections to the database causing application problems processing transactions.
	420
	Disabled online index rebuilds (including MIMO and normal, scheduled rebuilds)
	X
	 
	 
	HA

	47
	NAESB
	7/23/2004
	NAESB server lost connectivity to the database.
	60
	Restarted the Message Broker.
	X
	X
	 
	HA

	48
	MOS 
	7/20/2004
	Short outage on mospublic.ercot.com due to emergency Microsoft IIS security software release.
	10
	The server was reboot after emergency security patches were installed.
	X
	 
	 
	HA

	49
	TML
	7/19/2004
	Same 48
	10
	Reboot
	X
	 
	 
	HA

	50
	TML
	7/16/2004
	Same 48
	10
	Reboot
	X
	 
	 
	HA

	51
	DADW
	7/6/2004
	Maestro HP server lost the connection (unlinked) to ETS HP database server.
	450
	Relink Maestro to ETS DB HP server and Start. 
	X
	 
	 
	HA

	52
	EAI
	7/2/2004
	867 processing issues in TCH.  Processing was found to have stopped at 4:00 June 30th.  Logs were turned on, but no issues were found and processing continued as normal.  At 4:30AM on July 1st processing stopped again.  Processing did not resume until 12:45 after an IQ configuration was changed to allow for larger messages.
	495
	Increased max size for dbs segments.
	 
	X
	 
	Internal

	53
	TML
	7/1/2004
	Top Tier instability causing application errors
	10
	Reboot
	X
	 
	 
	HA

	54
	Web
	6/30/2004
	The Retail API server experienced multiple automatic reboots and stopped serving web requests. 
	900
	The Windows Admins ran hardware diagnostics and nothing obvious turned up. They did however change out the hardware and restored a good backup. The server was stable overnight.
	X
	 
	 
	HA

	55
	NAESB
	6/28/2004
	NAESB experienced a market wide outage due to high volume of error messages received
	510
	Vendor (company) fixed the issue on their end.  ERCOT is looking at putting SNMP traps on the NAESB proxy servers.
	X
	X
	 
	HA

	56
	TML
	6/25/2004
	Short outage for some users on TML due to data issues with LDAP
	10
	After diagnosis this LDAP server was taken out of the config parameters and the server started successfully.
	X
	 
	X
	HA

	57
	Web
	6/23/2004
	ETS-Portal reports did not get published on intranet server due to password reset. 
	180
	An anonymous account has been set up without expiration to it.
	 
	X
	 
	Internal

	58
	EAI
	6/14/2004
	EAI Components not able to pick up wholesale files to be posted to portal
	2917
	Posted manually 
	 
	X
	 
	Internal

	59
	MOS 
	6/8/2004
	QSE Components on Top Tier not available – JRun error 
	15
	Restart JRun
	X
	 
	 
	HA

	60
	All Retail
	5/31/2004
	On 5/31/04, as result of a bad Gigabit Switch Blade, several CSA machines had to be temporarily taken off the network.
	405
	The faulty module was replaced
	X
	 
	 
	HA

	61
	DADW
	5/27/2004
	Due to Transaction Summary Process running behind schedule and ETSTRANSUM job running slow, the ETS Development Team recommended the Maestro server be bounced to correct the problem.
	120
	A re-boot of the Maestro Server 
	X
	 
	 
	Internal

	62
	Siebel 
	5/21/2004
	Lost disk on Siebel Database HP server. & TCH Schema Bounce
	322
	Disk replaced.
	X
	 
	 
	HA

	63
	ETS
	5/15/2004
	Due to the “corp” forced change password the scheduled tasks for ets portal scripts did not run.
	540
	Admin updated password on the tasks.
	 
	X
	 
	Internal

	64
	EAI
	5/13/2004
	EAI application server went down at 4:02 a.m. 05/13/2204 causing 814_20’s to stop processing.
	255
	On Once box was bounced I restarted the control broker and all of the components that run during batch.  Contacted EDIM and Client Services to let them know that the impacts of the outage were TBD.  
	X
	 
	 
	HA

	65
	PaperFree
	5/7/2004
	PaperFree application server unexpectedly went down.
	17
	Reboot
	X
	 
	 
	HA

	66
	Siebel
	5/7/2004
	Row lock in S_Doc_Quote, Siebel Database 
	53
	Siebel services stopped manually.  Services and workflow restarted.
	 
	 
	X
	Training Issue

	67
	TML
	5/4/2004
	Services had to be cycled on TML portal servers
	10
	Web Server 105 was rebooted. Web Server 104 had IIS and JRUN cycled.
	X
	 
	 
	HA

	68
	PaperFree
	5/4/2004
	PaperFree application server unexpectedly went down.
	22
	Reboot
	X
	 
	 
	HA

	69
	NAESB
	5/4/2004
	NAESB errors due to issues with Perl on application server
	15
	Reboot NAESB application server to get Perl running again.  
	X
	 
	 
	HA

	70
	NAESB
	4/29/2004
	NAESB errors due to issues with Perl on application server
	685
	Reboot NAESB application Server to get Perl running again.  Perform minor db maintenance to assist with troubleshooting.
	X
	 
	 
	HA

	71
	TCH
	4/28/2004
	TCH HP application server was unresponsive (required a reboot); three disks where TCH reside were unavailable
	720
	restored data from backups to available disks (already allocated to TCH App Server)
	X
	 
	 
	HA

	72
	Siebel
	4/20/2004
	Siebel application server locked up and had to be hard booted.
	75
	The system had to be rebooted.  This was probably a windows anomaly. 
	X
	 
	 
	HA

	73
	All Retail
	4/14/2004
	Server outage due to CPU fan failure
	230
	Replace all cells in HP database servers 
	X
	 
	 
	HA

	74
	PaperFree
	4/1/2004
	PaperFree application servers were producing corrupted log files intermittently when processing transactions.
	120
	PaperFree Application Servers were rebooted and the corrupt data reprocessed.
	X
	 
	 
	HA

	75
	NAESB
	3/29/2004
	GISB was not sending outbound messages due to hung executables.
	210
	Hung executables were cleared.
	X
	 
	 
	HA

	76
	ETS 
	3/29/2004
	ETS application server was not responding at 5:00pm on 3/29/04 ETS Production Support notified us they had not received a UNIXMBArchive file for some time.
Transaction Services checked it out and found the server was unresponsive.
Server was restarted and all UNIXMBArchive files went to ETS
	45
	Reboot
	X
	 
	 
	HA

	77
	FTP
	3/28/2004
	Driver failure on FTP server
	120
	Driver was repaired, and system was rebooted to initialize new driver 
	X
	 
	 
	HA

	78
	ETS
	3/24/2004
	ETS server encountered Database locks.
	26
	
Reboot of Intranet server
	X
	 
	 
	HA

	79
	TCH
	3/13/2004
	In implementing SIR 8655, issues were seen both with the SeeBeyond application and with a halt in processing.  SIR 8655 was intended to update a 4.1.2 configuration file to a 4.5.3 configuration file. 
	585
	Restored from a snapshot.
	 
	X
	 
	Internal

	80
	TCH
	2/27/2004
	TCH outage due to IQ/BOB subscribe problems.
	780
	Recreate IQ
	X
	 
	 
	HA

	81
	All Retail
	1/26/2004
	The TCH, PaperFree, and GISB databases went down due to an issue with the file system versions.
DB Server was migrated to newer rp8400 hardware.  When this migration occurred it was later found that the file-systems were of an older version that the OS would properly support
	45
	Upgraded the version of vxfs on each of the file-systems.  
	X
	X
	X
	HA
Process to upgrade

	82
	Web
	1/7/2004
	The MOS API and web applications were unavailable due the Verisign Intermediate CA expiring.
	83
	Production Support installed the new Certificate Authority (CA) on the Production servers 
	 
	X
	 
	Vendor

	83
	Web
	1/7/2004
	The MOS API and web applications were unavailable due the Verisign Intermediate CA expiring.
	180
	Production Support installed the new Certificate authority on the Production servers - Installed Verisign delivered intermediate CA by updating the “/opt/stronghold/ssl/certs/cert-chain” file with the new certificate
	 
	X
	 
	Vendor

	84
	Fastrak
	1/5/2004
	The “Fastrak” application was returning a “Page Cannot Be Displayed” error.
	20
	Restart IIS service
	X
	 
	 
	HA

	85
	EAI
	1/4/2004
	IQs Corrupted due to instability created by server outages during power supply effort.
	480
	Reboot EAI application server to kill rogue processes.  Checked IQ counts of live events (found zero).  IQs were moved off as a last resort.   
	X
	 
	 
	HA

	86
	TML
	1/3/2004
	The Portal was approx. 50% unavailable. Top tier on server, was not running.
	30
	Logged onto the server and started the Top tier service
	X
	 
	 
	HA
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