Compliance Report to ROS for October 2005

Oct. 12, 2005

ERCOT Frequency Control:

· The September, 2005 CPS1 score declined to 125.55 from August’s score of 127.89, but is an improvement from September 2004’s score of 123.86.  September’s 12-Month Rolling Average of 125.03 improved from last month’s 12 Month Rolling Average of 124.89.  CPS1 is the NERC “Control Performance Standard 1” and measures how well ERCOT maintains its one-minute average frequency deviation within a prescribed tolerance.

· No qualifying Disturbance Control Standard (DCS) events occurred during the quarter.  

· ERCOT’s frequency bias, Bias10, was changed from 5205 to 4890 MW/Hz on September 30th at 09:00.  This reflects the drop in governor response noted recently in ERCOT disturbance analysis.  
QSE SCE and ancillary services performance:
· September regulation performance scores and PRR525 scores have been tabulated.  Twenty-one QSEs provided Regulation in September.  Only one QSE failed to meet the 90% minimum standard for SCPS2.  That QSE has provided preliminary information about a telemetry issue that they believe adversely impacted their performance scoring.  The QSE has been asked to submit detailed data indicating the intervals they believe were affected. 

· Thirteen QSEs scored below the proposed minimum passing standard for 525’s SCPS2 measure – the identical number as last month.  This includes some QSEs with wind only resources.  Compliance continues to provide data and to request further information from QSEs below the PRR525 target to start specifically identifying issues (and to adjust scores if valid exclusions are found).   Scores will not be posted until feedback signals are available and a period for QSE preparation is provided.  Presently, this first month of enforcement is targeted to be January 2006. 

Resource Plan Performance Metrics (Scores for September):  No Protocol violations occurred, as this requires four consecutive monthly scores below target. There were two QSEs who had two consecutive monthly scores below target.  By measure, here are the results:
· Resource Status – 1 of 30 QSEs below target

· Resource LSL as a % of HSL – 3of 30 QSEs below target

· Day Ahead Zonal Schedule –  3 of 33 QSEs below target

· Adjustment Period Zonal Schedule – 1 of 33 QSEs below target

· Down Bid & Obligation – 5 of 31 QSEs below target

· Total Up AS Scheduled Obligation – 2 of 24 QSEs below target

Transmission security:  

· No Interconnection Reliability Limit (IROL) Violations were observed in September. 

· Work continues to develop software that stores historical records for real-time contingency analysis calculations, which will allow improved reporting of Security Operating Limit (SOL) performance and violations for the ERCOT transmission system.

Unit Tests, Models, and Telemetry:

· Reactive Tests: The October 1 deadline for reporting lagging reactive tests results has passed.  As of  Oct. 7th, over 80% have been received and approved, roughly 15% have been received without completed information, and the remaining 5% either seek exemption or must retest due to rejection their original test.  ERCOT Operations is approving test results.

· A self-certification form confirming status of generator models supplied to ERCOT will be mailed later this month to Resource companies, and copied to QSEs.

· ERCOT Compliance is reviewing status of automatic voltage regulators and power system stabilizers following discrepancies found in QSE audits.  Exceptions to Protocol requirements require ERCOT approval. 

NERC Issues:

· The Federal Energy Regulatory Commission (FERC) issued a notice of proposed rulemaking (NOPR) on September 1, which proposes criteria and operating procedures for enforcing electric reliability standards. ERCOT filed comments last week.  FERC and NERC are working to address several key issues by February 2006. Sam Jones, ERCOT COO, is a member of the group reviewing the role of the NERC regions.    
· Various new NERC standards in development.  Recent items of interest:

· Determine Facility Ratings, Operating Limits, and Transfer Capabilities, Draft 5, is on the ballot. This includes the final versions of standards, V0 retirements/revisions, and implementation plan. 

· The Transmission Vegetation Management Standard  is posted for a 30-day ballot review. This includes the FAC-003-1 Transmission Vegetation Management Program and the Implementation Plan.

· Coordinate Interchange Standard has Draft 2 posted for stakeholder comments, which are welcomed through October 15, 2005. This includes the redline version and the proposed implementation plan.

· Coordinate Operations Standard is currently on ballot. Balloting has begun and will run until October 14, 2005.

· The second draft of the 1st set of Phase III/IV Standards has been posted for a 45-day comment period on October 1, 2005. Comments invited through October 15, 2005. 

Events and investigations:

Regarding events reported previously that occurred in July and August:

· 7/11/05: ERCOT Compliance is still looking into a protracted three-phase fault ultimately cleared by remote relaying in West Texas on July 11th.  The event did not have a prolonged effect on operations.  Review is focused on generating company’s relay settings and coordination with its transmission provider.

· 8/25/05:  In South Texas, three 138Kv circuits tripped due to a static wire coming into contact with a conductor.  Two circuits were placed back in service within an hour.   The other circuit had damage to a wave trap and insulator that had to be repaired prior to placing that circuit back in service.  This was completed within a few hours on the same date.  Compliance is working with ERCOT Operations and the transmission company to learn more about possible slow breaker operation and any corrective actions.

· 8/29/05:  In West Texas, an entire substation was affected by an event:  two 138kV lines, two 69kV lines and a 138/69kV autotransformer tripped.  The loss of this substation was due to a blown potential transformer (PT). 9 MW of load was lost but picked up 5 minutes later from another source.  The PT was replaced and restored to service approximately 1 hour and 15 minutes later.  No further review planned.

The following events occurred in September or early October:

· 9/5/05:  Forced outage of a 138kV line in South Texas resulted in nearby load being fed radially and at risk of security violations.  The transmission company initiated an  emergency transfer from CFE of  5 MW.  This was done to prevent firm load shed.

· 9/15/05:  Loss of two 345 kV lines and an autotransformer in North Central Texas – investigation in progress.   

· 9/18/05:  A bus and autotransformer at a North Central Texas generator substation occurred.  A failed generator breaker in the bus caused operation of the bus differential protection scheme.  The generator breaker is entered in the outage scheduler and will be replaced.   No further review planned.

· 9/19/05: Two 138kV busses at a major Central Texas substation.  Contractor dug into underground cables.  SPS activated, backing down nearby generation to keep a nearby  autotransformer from overloading.  Operation appears correct, system impacts were limited. 

· 9/23/05:  A TO transferred from the Primary to back-up facility and lost all ICCP data from the back-up site until the Primary was restored to service.  This will be presented with a summary of Hurricane Rita-related matters next month.  

· 9/26/05: Loss of 138kV circuits in Galveston area, originally thought to be the result of a plane crash in the area.  Investigation found one line was already out of service and the other was out due to storm damage.  The damage has been repaired and lines are back in service. No further review planned.

· 9/27/05: 138kV bus at a Central Texas substation cleared, causing three 138kV lines and 2 load serving transformers to trip. The bus cleared as a result of a 138/12kV transformer fire. The cause of the fire is still being investigated, as is the voltage sag accompanying this event.

· 10/5/05: Loss of a QSE EMS at the Primary site.  A fiber optic cable was cut nearby affecting control room communications.  Service was lost for approximately 12 hours.

· 10/5/05:  Another QSE in Central Texas lost its Primary site’s computer.  While doing a fail-over, the system did not come back up and was down for approximately 90 minutes.

“Incident Reports”:  During September, a QSE was asked to address its inability to deploy available reserves shown in its resource plan and real-time capability. During this time the grid  was experiencing an alert condition and the QSE had a contributing SCE judged significant by ERCOT Operations.  This matter is still in review.
Audits: 

· TO audit questionnaires have been sent to CPS, Rayburn Country and Texas New Mexico.  Audits will be conducted in October or the first week in November.  NERC is planning to attend and participate in some upcoming audits of Market Participants.

· Compliance has sent audit questionnaires to Xtend and Sempra QSEs. 

· ERCOT will undergo a “readiness audit” by a NERC-selected team starting October 18th.
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