Compliance Report to ROS July 2005

July 8, 2005

ERCOT Frequency Control:
· ERCOT’s CPS1 score for June was 117 vs. 123.6 a year ago at this time.  ERCOT’s 12 month rolling average declined slightly from 128.1 to 127.6.   

· There were no DCS events to report for the 2nd Quarter.    

· The ERCOT wide frequency response average remains below the 420 MW/.01Hz called for in the Protocols.  In early June, ERCOT asked 12 QSEs to review their bias or portfolio frequency response during recent events.  As of July 7, responses arrived from all but two QSEs.   More follow-up will be conducted.  

QSE SCE and ancillary services performance:

· The two QSEs with initial May SCPS2 scores below the required SCPS2 Regulation Performance Monitoring Criteria of 90% provided information for additional adjustments that raised their scores above the passing threshold.   

· For June, two QSEs apparently fell below required SCPS2 Regulation Performance Monitoring Criteria of 90%.  Scores are now in review with QSEs.

· PRR525 (SCE measurement for all QSEs) scores for 32 QSEs – unadjusted – show 3 below the 1 minute target.  For the more demanding ten minute measure, 17 are short of the 90% criteria prior to adjustments allowed by Protocols.  With adjustments, 3 more QSEs’ scores exceed the target, and 6 more are within 3% (above 87%).   June scores, with the names of all QSEs revealed, will be placed on the Compliance webpage after QSEs have an opportunity to review them.  Plans continue toward providing feedback signals to QSEs after Release 4 work.
· Further effort on PRR586 (market incentives for SCE improvement) and various other PRR’s related to frequency control was assigned to a WMS task force after the last PRS meeting.  
Resource Plan Performance Metrics (Scores for June):
· Resource Status Measure – 3 QSEs below 90%

· Resource LSL as % of HSL Measure – All QSEs above 90%
· Day Ahead Zonal Schedule Measure – 1 QSE below 90%

· Adjustment Period Zonal Schedule Measure – 1 QSE below 90%

· Down Bid & Obligation Measure – 4 QSEs below 90%

· Total Up AS Scheduled Obligation Measure – 1 QSE below 90%

· None of these by themselves represents a violation, which requires several consecutive monthly scores below target.  
· Compliance continues work with QSE Project managers to revise Protocols to address allowable exceptions and to address impacts of Release 4.   Compliance will review the six measures, one at a time, to identify current factors affecting scores, initially focusing on the Total Up Ancillary Services measure.  
· Potomac and ERCOT reviewed the calculations for these metrics, affirming the calculations generally and finding some minor adjustments to the method.   
Transmission security

· CSC Limits were exceeded for over 30 minutes 28 times, but none were found to be valid Interconnection Reliability Limit (IROL) Violations.  
· ERCOT reported the event on 6/22 to NERC as a possible IROL, but further analysis suggests that the possible impact of an additional single contingency would not lead to collapse, separation or cascading outages over widespread areas of the bulk grid.  This is nevertheless an area where NERC needs to clarify how IROL’s are defined, especially when forced outages occur during the operating day.  There were 3 separate forced outages occurrences that all contributed to this particular situation.   
Cyber Security:  Comments on NERC’s 3rd draft of new “CIP” standards were due July 11, 2005.  Ballots to extend the existing “urgent action” standard will be cast starting in July.
Unit Tests, Models, and Telemetry:
· Reactive Tests:  410 units are over 20 MVA and many have not submitted tests within the past 2 years.  QSEs were notified that all lagging tests need to be updated by October 1.  ERCOT Operations Engineering is validating tests; the forms must be sent to: reactivetest@ercot.com.   
· Compliance is working with Operations to follow-up requests for additional telemetry to improve state estimator telemetry.  
· A self-certification form confirming status of generator models will be mailed in August to Resource companies, and copied to QSEs.
· Operations requested AVR updates from all QSEs in May.  A few have not submitted them; questionable responses will be investigated further.   All units above 20 MVA are expected to operate with AVR’s in the voltage control mode. 
NERC Issues:
· A more comprehensive listing of NERC Version 0 Standards is now posted on the Compliance webpage.  Additional information regarding due dates and status is included, as well as hyperlinks to the new and old Standards.

· The 2004 ERCOT NERC Compliance Enforcement Program Report is posted to the Compliance webpage under “ERCOT Compliance Documents”.  
Events and investigations:
· 6-14-05:   A transmission line in the Bryan-College Station area tripped due to contact with a tree.  It was determined that a “Significant Event Trigger” should not have been issued as ERCOT remained in a secure state after the event.  If this tripped the other half of this double circuit, ERCOT would have activated a mitigation plan including shedding of firm load.  There is no plan for further investigation at this time, except to check on tree-trimming.  138 kV lines are not covered in the NERC Vegetation Management template, although some can be included at the Region’s discretion.  
· 6-22-05:  In North Texas, several 345 transmission lines and 345/138 KV autotransformers tripped due to a helicopter clipping a static wire that then came into contact with the conductor.  Preliminary investigation indicated that all transmission equipment operated as it should have, although ERCOT had issues with its real-time contingency analysis program concurrent with this event. More details are being requested and should be available at the next ROS meeting.
· 6-25-05:  In North Texas,  several 138KV transmission lines, one 138/69 auto transformer and two generating units tripped due to an auxiliary transformer fire at the plant and excess oil spray spreading to other equipment in the station.  This is still under investigation.

· Reports on SPS operations in April and May will be sent separately.  Several follow-up actions have been completed or are in progress. 
· Work continues on the shift operator’s Incident Reporting Process with the PUCT, as well as an internal project to track these and issues that ERCOT’s Outage Coordinators do not resolve with market participants.
· Compliance is reviewing a pair of incidents where questions arose about the level of reactive support that generators are obligated to provide.    
Audits: 
· The Audit schedule is still on track.  Compliance will be conducting site audits with Reliant, BPTX, and Garland QSE toward the end of July.

· In August, Compliance will be participating in an ERCOT Operations Audit focused on procedural adherence and training.

Transmission Planning-Related Matters:   
· ERCOT System Planning requested responses from several TO’s following the April 1 meeting on under-voltage load shedding additions – and expected them on June 1.  Compliance will follow up with tardy responses, as this is related to NERC and DOE blackout recommendations.
· SSWG and DWG manuals were reviewed for compliance with NERC standards regarding Regional data requirements.   At most, minor adjustments are needed.  Some TO’s do not have current ratings methodologies in the SSWG manual. 

Staff Change:  Kevin Thundiyil moved to another position at FERC; Frank Vick will start in his position effective July 18th.  
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