
February 13, 2005 Low Frequency Event

On February 13, 2005, beginning at 18:21, ERCOT System Frequency dropped below 60 Hz for nearly thirty minutes, despite automatic deployment of ancillary services and manual requests for additional MW.  
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Event Sequence:

18:21 Frequency drops below 60 HZ

18:25 Exhausted all Up Regulation – 910 MW

18:26 Generator Responsive Reserve Service deployed initially at 59.91 Hz. 

18:35 LaaR trip on UF relay at 59.8 Hz

18:40 Frequency drops to 59.767 Hz; shortly afterward, Gen. RRS peaks at 725 MW 

18:49 Frequency recovers to 60 HZ

19:00 All Responsive Reserve recalled.

After one of ERCOT’s LAAR tripped at 18:35 on Underfrequency relay, ERCOT Operators sought to manually deploy additional RRS by contacting QSEs individually. QSE A, the third QSE contacted, was asked to supply 500 MW of RRS, at 18:39.  At 18:47, QSE A called back and reported that they had not supplied any additional RRS at that time and asked that ERCOT tell them which units to deploy from their portfolio.  ERCOT then requested the largest Resource supply 200 MW.  Then, the QSE acted to comply with this instruction and supplied most of the requested additional RRS, 189 MW at 18:51 (12 minutes after the initial request).   By then, frequency had recovered.

Causes of initial frequency decline:

On February 13, 2005 an ERCOT load of 27,950 MW was observed at 18:00.  By 19:00, load had increased above 30,500 MW.  Load changes of this magnitude have caused regulation to be exhausted and frequency control issues in the past.  It is possible for the ERCOT Operator to predict the load pick up, but the magnitude and actual time of the rapid load pick up can vary. 

At 16:30, QSE X reported a tube leak in one of their generating units and began to slowly decrease generation at 17:15, finally recording 0 MW at 18:40, 85 minutes later.  The 662 MW on this unit was accounted for in schedules at 19:00 interval, but not prior to that time, as the unit trended downward.  The QSE did not replace the 662 MW lost output, therefore ERCOT had to make it up through BES and URS.

The cumulative effect of these two problems resulted in a significant ERCOT SCE.  By 18:20, ERCOT SCE dropped below -800 MW and remained this low for most of the next 30 minutes.  Regulation alone was insufficient to arrest the decline.  The gradual automatic deployment of RRS also did not have immediate effect.  QSE performance in meeting RRS deployments needs further review; it is difficult to apply the Protocol criteria when RRS is deployed in steps and when governor response is not considered.   ERCOT’s attempt to obtain additional MW was prudent in this circumstance, however miscommunication of intent led to delay in achieving results.  Ultimately, increased BES at the ramping in at IE 1900 achieved frequency recovery.

Identified Action Items:
1. Clarify that VDI and associated documentation needs to specify the purpose of the instruction; i.e., Deployment of Responsive Reserve, OOME, etc. 

Operations reviewed this incident and agree that the instruction should have been more specific.  Changes made in section 2.5.2 of the Frequency Procedures addresses this communication problem.  

2. Enhance Operating Procedures to address the need to restore frequency via deployment of LAAR.

Completed and posted in the week of March 7th, 2005. 

3. Follow up with QSE A about the need for timely execution of dispatch instructions. 

ERCOT Compliance reviewed QSE A’s delay in deploying RRS with them.  There was a lack of clarity and detail in ERCOT’s request that led to confusion – the QSE operator did not recognize the instruction as a Verbal Dispatch Instruction and did not act immediately.  This was a result of the ERCOT procedure not being explicit.  Both ERCOT and the QSE have taken steps to clarify this type of communication.

4. Determine whether any change in procedures regarding Offset calculation or Load Forecast is needed. 

None Identified.  Current procedures provide for correcting for errors in load forecast.

5. Review timing of QSE schedule change (Loss of Unit) and compare with the notification of the resource outage. 

QSE X apparently knew their unit was coming off-line at 16:30 and might have updated their base schedule, but then again, they may not have understood how long the unit would stay on-line in this situation with a tube leak.  Once their runback started at 17:15, the earliest that their schedules could change was HE 1900.   Further communication between the QSE and ERCOT may have helped the ERCOT operator adjust the offset.   

     6.   Review QSE SCE performance.  

ERCOT Compliance will discuss issues with RRS performance monitoring with the PDCWG at their April 2005 meeting.   It appears that several QSEs did not meet their RRS deployments, but the performance criteria doesn’t work well for RRS deployments that occur in multiple steps, nor does it fairly account for governor response.  

Conclusions:

ERCOT Operations has taken steps following this event to improve its ability to obtain additional MW from QSEs during frequency disturbances.  This event did not qualify as a DCS violation, however the length of the low frequency event merited further review.  While it does not appear that clear violations of Protocols or NERC standards occurred, communication for a Verbal Dispatch Instruction and extended unit runback could have been clearer.  Further review of QSE performance and of the RRS monitoring criteria is needed.

Mark R. Henry

ERCOT Compliance

(512) 225-7021
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