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Antitrust statement was read. 

TDTWG Officer Elections
Voting procedures were read.

1 vote per company, for those on the conference call, can e-mail your vote. 1 vote per person in attendance, must have attended a TDTWG meeting in 2004. Those calling in should e-mail their vote to Dave Farley when the voting begins. Voting for 1 Chair and 2 Vice Chair positions.  Those attending the meeting in person will write your vote and give to Dave to be counted. 
Candidates

Chair - Debbie McKeever

Vice Chair candidates

Jesse Cline - Texas Retail

Mary Rich - Centerpoint

Brandon Siegel - Green Mountain

TDTWG may support the position of a Technical Expert who will also serve on the leadership team but not be required to do the reporting to RMS. Since there are 3 candidates for Vice Chair, one person could support this role. Can be discussed at future meetings.

Election results 
Debbie McKeever - elected Chair

Mary Rich and Brandon Siegel were elected Vice Chairs.

 These volunteers will serve for 2005. 

Update of the ERCOT TIBCO Project

Adam Martinez led the team through an overview of the project. 

Note: See ppt presentation slides…

The question was asked, is ERCOT adding functionality through the use of TIBCO or only replacing what is in use today? 

Replacing existing functionality is what has been in scope. ERCOT business has most recently asked that the PM consider additional functionality.  

It was stated that Report Explorer needs more functionality. Adam stated that the project only currently includes Seebeyond components to be replaced for Report Explorer. 

Several MPs said they would like to see the functionality built around Report explorer expanded.  

The concern was stated that some of the phases of the project will most likely have Market impact. Adam and Dave Farley responded by stating that any Market impact will have market input and be put out in a communication to the Market. 

The question was asked, is the project funded and for how long?

Adam responded and said that the project has been funded through 2005 but this is a three year project.  

Retail Market participants may be involved in prioritizing projects next year and this should be part of the projects being looked at for 2005. Will be important for ERCOT to remind MPs as to the importance of the project. 
A question was asked as to whether or not projects are going to be impacted, specifically TX SET 2.1

Adam could not speak to the project impacts. Clay mentioned that the TIBCO project will not interfere…or if it does there will be as little impact as possible to TX SET 2.1. To help ensure this Dave Farley stated ERCOT will commit 1 resource to maintain the current application. Data mapping, fix transactions…

No additional questions were asked but it was stated that the project team should come out with some market communications soon so MPs wouldn't be concerned. 
It was also noted that included in the updates should be the benefits and the reason the change is being made. 

It was also stated that the project should have another name. TIBCO Project doesn't provide a very good understanding of what is being replaced/changed.

TDTWG will continue to have updates as the project goes forward and assist as needed.

TDTWG requests to NAESB 

Discussion of ERCOT Outages

Concern:

It has been noted that there are many ERCOT outages and these are/or could be affecting production timing. This was presented to RMS by Dale Goodman. 

TDTWG should review the issues and determine if something could be done. 
Also, it was noted that TDTWG should recommend some specifics for MP outages

Current State
There are numerous outages reducing ERCOT system availability. 

Desired State

To reduce the number of unplanned ERCOT outages per month. 

To reduce the time of ERCOT outages during processing time.  

It is difficult to determine what causes "current state". Review outages for December and determine if these could be avoided or lessened. 

Dave Johnson led the team through each of the outages presented to RMS at the January RMS meeting. Each is identified below with discussion around each. 
12-1-2004 
Planned

1 hour 45 minutes

Reason for outage: "Relocate Disk Space - Lodestar"
TDTWG agreed a planned outage scheduled outside processing hours for 1 hour 45 minutes was not too long. ERCOT stated there was not an impact to the market due to the fact that Lodestar application was dormant during this time. 

12-7-2004
Unplanned

6 hours 30 minutes

Reason - "TCH-duplicate Transactions"
Outage period was to fix the issue once encountered. 

Market would have been able to continue to send transactions

Market notice was sent. 

K Hobbs sent out notice at 8:18 AM and outage began at 7AM  

Incident report says reason was "data repair"
Could happen again. Needs to be addressed. 

Solutions!

Enterprise monitoring solution could be expanded to include data base monitoring.

User error is the reason identified as the issue. Training issue. 
Training has already occurred.  
12-9-2004

Unplanned

4 hours
Reason for Outage: Duplicates

MIMO code is designed to reject a duplicate…was not robust enough to respond to the magnitude of the number of duplicates received. Prior to MIMO duplicates bounced, and these didn't require response from ERCOT.  "Overran the Indexes" and symptoms didn't indicate that there was a Index issue.
Situation was noticed by an ERCOT employee that made a note to check and see what was happening and who was responsible for the duplicates. Didn't have time to address. 

Solution

Modify index and change code to fully qualify the query to uniquely identify those transactions so multiple rows won't be pulled. Part of the issue is that the system didn't know which row to grab. 

Code change has already been implemented. Index fix going in February 19 release for ERCOT. 
If necessary could be implemented sooner. 

12-11-04

Planned

3 hours 30 minutes 

Reason for Outage: Retail Market Release

No impact to Retail Market since outage occurred during a Saturday. 

12-14-2004

Planned

2 hours

Reason for outage: Off cycle- TML release

TML unavailable 
12-16-2004

4 hours 15 minutes

unplanned

Reason for Outage: NAESB proxy webserver

Two separate issues

SBC D&S server had issues. ERCOT server was rebooted to due to this and didn't come back up.  

Solution

Preventative maintenance does not currently include Sun server. Maybe this should change.
Load balancing or clustering engaged are the only solutions for this. 

Immediate resolution - server was replaced 

12-17-2004

Planned

30 minutes

Reason for Outage: Off Cycle - TML release

Timing is acceptable 

TML release on 12-11 is reason for this. To repair something that didn't work with the 12-11 TML release.

12-17-2004

7 hours 45 minutes

unplanned

rebuilding of server is what took so long

server would come back up and go back down

related to outage on December 16

Sun box server has been in operation for 3 years. 

3 years is the normal life cycle for a server.

Are back up servers available to support ERCOT in the event Sun Solares serves go down?

Security changes took affect when server was rebooted.  
Solutions

Look at low cost back up server…

NAESB servers should be placed in a system life cycle. Because these are Solares they are not being considered. 

Cluster or load balance these. This would allow the Market to be able to continue to transmit, receive transactions if this issue is experienced. 

12-28-2004

7 hours and 15 minutes

unplanned

data synch issue severed connectivity to NAESB. NAESB server did not go down but appeared to be off line. 

Sunday 12-27 planned outage was taken. 

System was set to replicate in error. Caused outage that was reported on 12-28. 

User error.   Training issue. Training has taken place. 

12-16, 17, 27, related to same responsible area. 

Issues have been reviewed and responsible parties understand the importance of reducing outages.     

12-29-2004

7 minutes

planned

related to 12-11 and 12-17 and 12-29 

1 more patch

1-11-2004
Server was rebooted on 1-11

User was suppose to reboot server in test environment and rebooted server in production.

ERCOT employee was new. Once server was rebooted all security patch took affect. 

Recommendation

Load balancing and/or clustering for ERCOT servers. 

These options should be reviewed to determine which option would provide best protection for system availability without being impacted. 

Additional General comments
Suggestion: ERCOT could publish outage schedule.

Is NAESB the real reason these are down?

Not really. All except the paper free outage are considered non-NAESB.

Can we use a more generic term? 

Yes…Dave Johnson and Client relations need to know. 

What can be done to ensure these don't happen again?

We will look at this again at the next TDTWG meeting to determine if the recommendations are really the best solutions. 

Is there in house knowledge to be proactive and protect processing time?

Answer appears to be yes. 

If solutions will assist in fewer hour out…could end up being a project.   
TDTWG meeting Thursday, February 24th 

Austin, 10AM to 2:30 PM room 161
ERCOT outages, NAESB work and PGP/GPG document will be reviewed.
