Event

Wednesday, August 18th at 09:59:28, the 345 kV bus at Valley Station tripped.  Routine maintenance was being performed on the Valley Unit 3 generator circuit breaker.  After maintenance and with the disconnects open, the breaker was test tripped as part of the test procedure.  This was determined to be the initiating cause of the bus trip.  The 345/138 kV transformer was lost, along with the 345 kV lines from Valley to Farmersville, Paris, Anna, and Kiowa stations.  [This resulted in loss of 650.6 MW connected generation].  

The investigation discovered that as part of a TXU Energy (Generation Company) design modification in 2003, an auxiliary contact follower relay was installed in parallel with the fault detector relay.  TXU Electric Delivery (Transmission Company) was not made aware of this modification.  With the generator off-line, and the generator lock outs in the tripped position, the follower relay prevented the breaker failure timer from timing out.  This started the 345 kV back-up bus timer which tripped the 345 bus and auto transformer.
The bus also resulted in loading the Brookstone – Valley 138 kV line to 917 Amps.  When this line loading exceeds 900 Amps, a Special Protection Scheme is armed to automatically trip a unit at nearby generation every 15 seconds until the overload is cleared.  464 MW were tripped by SPS action. 
As the last generation tripped, frequency dipped to just below 59.8 Hz.  A portion of ERCOT Responsive Reserve provided by a Load acting as a Resource (LaaR) set to trip at 59.8 HZ actuated and 172 MW tripped off line, increasing the frequency to 59.83 Hz at 10:00:17.  Over the next 90 seconds, frequency declined to a minimum of 59.775 Hz, gradually rose to 59.944 Hz at 10:08, relapsed to 59.90 Hz at 10:11, then recovered to 60 Hz at 10:16:46.  Verbal Dispatch Instructions were sent to one QSE at 10:14 and to a second QSE at 10:15 to raise 150 MW of generation.  

Through this event, 801 MW of Responsive Reserve were deployed by ERCOT.  A total of 930 MW up Regulation was deployed and 49 MW of down Regulation was recalled.  A total of 1,499 MW of procured Responsive Reserve remained on the system.  Excess real-time Responsive Reserve on the system above and beyond the market procured obligation was greater than 3500 MW.
The disturbance on August 18th involved a loss of 1103.6 MW generation output from a total net capacity of units of 1420 MW.  For comparison purposes, during a similar event on 8/19 at 11:16, 1247 MW was lost at a station.  In that event, frequency dropped to 59.748 Hz. and was restored in 8 minutes 25 seconds.  The event was very similar to the August 18th event in that multiple units, operated by the same QSE, were tripped in North Texas.  It appears that the difference in response was largely due to a large schedule change that was occurring during the 10:15 interval on August 18th.  The event of 8/19 did not encompass such a schedule change.
The failure to restore frequency to normal within 15 minutes appears to be related to insufficient provision of resources in response to ERCOT deployments and to the timing of deployment actions by ERCOT.  There was excess capacity on line and excess reserve available on line.  Carrying additional reserve, such as may result from assessment of a Contingency Reserve Adjustment (CRA) would not change the outcome of this event.
Mitigation
Three types of Responsive Reserve Service (RRS) resources are available to ERCOT to resolve a low frequency disturbance. 

· Responsive Reserve from fossil generation resources

· Responsive Reserve from Hydro units (Hydro Responsive)

· Responsive Reserve from Loads acting as Resources (LaaRs)
Responsive Reserve from generation resources responds to frequency disturbances via automatic governor response and subsequent control action (deployment of Responsive Reserve).  Hydro Responsive and LaaRs respond automatically via underfrequency relays set at no lower than 59.8 Hz.  At present, there are a few LaaRs set at 59.8 Hz and more LaaR and Hydro Responsive set at 59.7 Hz.  Hydro Responsive and LaaRs can also be activated by operator action and respond very quickly; within a few seconds.
ERCOT Protocol 6.7.3 states that ERCOT will deploy RRS using Generation Resources until 33% of the total amount purchased by ERCOT is deployed. On depletion of the first 33% ERCOT shall declare EECP in effect and follow emergency provisions in Protocol Section 5, Dispatch. 
The EECP (Emergency Electric Curtailment Plan) was developed to respond to short supply situations and restore Responsive Reserve to required levels.  It was not intended to insure timely response to frequency disturbances when there is adequate Responsive Reserve.  In this event, if ERCOT had deployed fast response Hydro Responsive and LaaRs by deployment action (by operator action or automatic action), frequency would have recovered within the required 15 minute timeframe.

This situation will be addressed by developing a procedure that provides for ERCOT to post an Emergency Notice either prior to or after manually deploying Hydro Responsive and/or LaaRs, instead of declaring EECP. 

This procedure will direct the System Operator to declare an Emergency Notice for frequency restoration purposes, and deploy Hydro Responsive and LaaRs after the initial 33% of RRS has been deployed from generation automatically by the ERCOT control system.  The amount of Responsive Reserve carried by LaaRs may be up to 50% of the total obligation and is typically 1,150 MW of the 2300 MW Responsive Reserve requirement. The procedure will further establish criteria for determining that frequency is not recovering in time to meet NERC criteria and establish the required timing for the decision points. The amount deployed will be based on frequency deviation, system bias, and the required timing.  

In addition, ERCOT will take the following actions to aid compliance to NERC Standards on frequency disturbances:

· Explore raising the 33% threshold of initial Responsive Reserve deployment on generation and giving System Operators the authority to deploy the remaining generation resources after the initial amount is used.
· Investigate raising the frequency threshold for deployment of Responsive Reserve above 59.91 Hz and the Emergency Assistance set point, where ramp rate limitations on deployment of Regulation Service – Up are eliminated, above 59.94 Hz. 

· Fully investigate response of generators supplying RRS during this event to determine if their response met requirements.
· Evaluate whether all participants were supplying their obligated schedule amounts and ERCOT deployment requirements.

· Review how often the ERCOT frequency bias setting should be changed and whether the value in place during this event had a detrimental effect upon response actions.
