 ERCOT Grid Event Summaries June 14-July 31st, 2004 
The following events that occurred in June and July 2004 appear to meet the criteria established for investigation by ERCOT.   However, none appear to have immediate system wide impacts suggesting further action.  In fact, ERCOT suggests that loss of combined cycle facilities should be viewed as loss of single units unless unusual circumstances are suggested.  For additional details, contact Mark Henry or Robert Potts at ERCOT Compliance, 512-225-7000.

1) June 14, 2004, 2 incidences of multiple unit trips

At 06:12, a combined cycle tripped off line with 500MW of generation.  Trip was due to loss of an air compressor.  Frequency was at 59.967 and spiked to 59.919.  It recovered to 59.929 and then spiked to 59.845.  Frequency crossed 60.00Hz at 06:17.  RSS deployed at 06:13 and was recalled at 06:21  

At 15:44, another trip of the same combined cycle facility resulted in a loss of 650MWs.  Frequency was at 60.014 and spiked to 59.892.  Frequency crossed 60.00Hz at 15:50.  Cause for trip was unknown.   However it is known that the facility in question was under test at the time of the incident.

No further review is planned; the issues were within the plant and not in the transmission system.
2) June 24, 2004, 6 unit trips associated with transmission faults or failures.

 On June 24, 2004, at 18:07, all plants at a facility were lost following a lightning strike near the plant.  The total loss of generation was 985MWs. These units were counted as six units.  They are combined cycle units and have two trains consisting of two Combustion Turbines and one Steamer per train.  

Included in the operator logs at 18:07 was a note that a LaaR was correctly deployed due to the frequency dip, roughly 200MW.  The LaaR was placed back in service at 18:14. 

No further review of this event is planned other than validation of correct protective relay operation. 

3) 345kV breaker failure mis-operation on July 11, 2004 

At 03:22 on July 11, 2004, there was a bus differential at a 345kVsubstation in the South Zone jointly owned by two transmission companies, which both sent personnel to respond.

At 05:20, both reported that a 345/138 autotransformer tripped along with two, 345 KV lines from the station.

At 05:51, one company reported a differential on the auto and operation of the Breaker Failure Back Up (BFBU) scheme.

At 06:15, Company A personnel informed ERCOT Operations that they had energized a previously inactivated Special Protection Scheme (SPS).  This SPS will trip a nearby generator with loss of a third 345Kv transmission line.  The SPS is normally not in service, having been installed to support line construction a couple of years earlier.

At 06: 30, the other company reported that they were going to start restoring the   345Kv and 138Kv buses, another 345/138kV autotransformer at the substation and connecting lines.  The first 345/138KV autotransformer would remain out of service until it could be inspected for the cause of the differential.

At 06:35, Company A reported to ERCOT that while restoring the 345KV bus, the SPS operated causing Generator 1 to trip.  They were in the process of opening the rest of the  bus and planned to restore it piece by piece.  The SPS operated while this was being done.  Frequency was at 59.993, spiked to 59.905.  400 Megawatts generation was lost.  Frequency was at 59.993, spiked to 59.905 and crossed 60.00Hz at 06:39.

At 07:03, Company B reported the 345/138 auto #2 energized.

At 07:13, Company A reported putting the 345kV lines back in service.  They have also disabled the SPS, returning to normal operation.

At 08:30, the plant tripped by the SPS was back on line.

A final report from Company A is expected.  The equipment at this station has a shared dc power supply for primary, secondary and breaker failure schemes; a fault in the common dc supply cable led to the operation of remote backup relays, which successfully cleared the fault.   The SPS was added to ERCOT’s database as required by NERC standards, although it is de-activated again.

4) Reported Gas curtailment July 13, 2004.

On July 13, 2004 at 10:17 ERCOT issued a Category #3 deployment (OOME to a level at or above a certain MW loading) for a post contingency overload condition.  This was to relieve a 111% overload in a post contingency.  The company complied with the OOM instruction until 16:31, when their gas supplier advised that they would have to back down on generation or be cut off as the line pack was suffering due to their burning unallocated gas.

ERCOT issued a Verbal Dispatch Exception (VDE, issued when ERCOT instructions make a QSE unable to meet awarded obligations), so that QSE operators would not attempt to correct the resulting SCE  while the generators reduced output.

The generators were able to back off and resume compliance with unit specific deployments for the 18:30 interval.

This may be an isolated and local event, but it indicates the precarious situation faced by ERCOT Operations due to its lack of information concerning natural gas supplies.  ERCOT has no way of knowing when the unit is depleting fuel supplies unless and until the QSE voluntarily notifies ERCOT.   Should the generator be keeping aware of usage and try to procure more fuel as time goes by?  How long will OOME deployments last anyway?    

5) Firm Load Shed on July 19, 2004.

On July 19, 2004, at 13:40, three units at a common site lowered generation due to emissions constraints.  This in turn placed high loading on a nearby  345/138KV autotransformer.  Several units were OOME-deployed to help relieve the constraint on the Auto.

At 15:55, ERCOT requested support from a LaaR that was known to help solve this issue.   The LaaR dropped 75MW to relieve loading on the transformer.  This LaaR was not bid in to the market at this time.

At 16:00 a transmission alert was issued for the overloading of the 345/138 KV transformer.

This event is unusual due to the use of LaaR that did not bid, but ERCOT found an alternative means to solve the constraint and the LaaR cooperated.   No further investigation is planned.

  6) July 22, 2004, 4 unit trip simultaneously.

On July 22, 2004, at 11:08, all four units at a facility tripped off line losing 603MW.  Frequency was at 59.96 and declined to 59.87.  Frequency recovered to 60.00Hz at 11:11.   Several 345kV lines tripped during the incident; apparently all sources to the plant in question tripped.

ERCOT is collecting additional information from the transmission company and generating facility involved to verify correct operation of protection devices.  There do not appear to have been wider system impacts.    

7) July 21, 2004, POS system unavailable intermittently, causing ERCOT to lose frequency control and system monitoring. 

On July 21, 2004, ERCOT POS was intermittently unavailable causing ERCOT to lose frequency control and monitoring.  It does not appear that ERCOT Operations resorted to putting any QSE on constant frequency control.  ERCOT IT resolved issues associated with this event on the same day.   Additional reports from ERCOT Information Systems on this are being reviewed.

Future efforts to track performance of ERCOT computer systems will help benchmark such matters.  

8) July 30, 2004, multiple unit trip

Three units of a combined cycle facility tripped at 11:29, resulting in 670MW total loss. Frequency dropped to 59.84 and responsive reserve was deployed. Frequency was restored to 60 Hz at 11:34.  Gas compressor caused trip; units were under test.

No further actions to investigate this are planned.

