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Advanced Analysis Summary:

The Frequency Control Study RFP was initiated because ERCOT is failing CPS2 and CPS1.  The objective is to set priorities for the steps that could be taken to improve ERCOT Frequency Control in order to pass appropriate NERC Frequency Control Standards thus insuring the reliability of the ERCOT Interconnection.  In simple terms, the RFP was issued to fix the Frequency Control Problem by improving the control system and the protocols that affect its performance.

The goal of this portion of the Frequency Control Study is to demonstrate that by successfully modeling frequency error, ERCOT could gain the ability to understand how to forecast and manage the reliability of the interconnection resulting from that frequency error.  With this better understanding of what causes and reduces frequency error, ERCOT would be in a better position to direct their efforts toward actions that will result in the greatest improvement in reliability for the effort expended. 

Studies Performed:

Initially Energy Mark attempted to model the interconnection frequency error using a simple normal distribution.  Attempting to fit a normal distribution to the frequency error was unsuccessful.  The tails of the actual data were larger than would be expected in a normal distribution.  The tails of the distribution include the lowest Frequency Error values and the highest Frequency Error values contained in the data.  This meant that a normal distribution alone was inadequate to explain frequency error.

To explain the size of the tails, an analysis investigating the first differences of the frequency error was performed.  A first difference represents the difference between the values of two adjacent data points or the change in frequency error over the 2-second interval.  It was hoped that a bimodal distribution could be identified in a plot of the first differences, the changes in frequency error.  Although there was a slight indication of bimodality, it was not strong enough to base an analysis that would allow a separation of two distributions.  The problem with the larger than normal tails in the frequency error distribution remained.  However, analysis after arbitrarily removing the largest frequency error changes reduced the size of the frequency error tails when plotted normally. The remaining distribution could be modeled successfully using a normal distribution.  This was the first indication that the tail problem might be associated with large changes in frequency error or disturbances.

It appeared that data actually comprised two combined distributions, a normal distribution and another unknown distribution.  After several attempts to isolate the unknown distribution, disturbances were removed from the total frequency error distribution and put into another data set creating two data sets.  Disturbances were identified by applying an algorithm based on an approach that is typically used for simulating frequency response to a disturbance on an interconnection.

Once the disturbances were removed, it could be shown that the remaining data fit a normal distribution very closely.  The focus then became identifying an adequate mathematic model to represent the separated disturbance data.  Analysis of the disturbance data set showed two independent exponential distributions, a negative exponential distribution from loss of generation disturbances and a positive exponential distribution from loss of load disturbances.

Before proceeding with the analysis, it was necessary to transform the frequency error data and models to models that would forecast the MW Imbalance causing the frequency error.  The step was necessary to enable the investigation of the sensitivity effects of individual variables.  A linear regression analysis was performed on disturbance data supplied by ERCOT to estimate the Frequency Response of the interconnection at 540 MW / 0.1 Hz.  The Frequency Error models were transformed into MW Imbalance models using this value for Frequency Response thus allowing sensitivity analysis based on individual imbalance variables.

The positive and negative exponentials each are described mathematically with separate exponential distributions.  Those distributions were added together to create a single mathematical representation of both exponential distributions.  Finally, an equal MW interval numerical convolution was used to join the resulting single exponential distribution representation with the previously separated normal distribution.  This resulted in a combined distribution that could be used to describe accurately the interconnection MW imbalances and resulting frequency error.  The tails of this distribution with values greater than required to cause a 0.5 Hz frequency error indicate the probability at which the reliability of the interconnection is compromised.

The 0.5 Hz frequency error limit is derived from the ERCOT Operating Guides that specify settings of under-frequency relays designed to interrupt firm load when interconnection frequency error falls below given levels.  The time interval required to be below the limit is specified as 30 cycles or ½ second.  Since this, most restrictive of the limits specified, applies to a very short-term measure, it is appropriate to base the reliability study and measurement on a short-term measurement.  The upper limit was based on a mirror image of the lower limit and tends to be less restrictive.  Details of the setting of this limit are included in the “Determining the Frequency Error Reliability Limit” section of this document.

Study Results:

Plotting the convoluted distribution showed that the tails where frequency became a problem were distant from the effects of the normal distribution.  The tails of a normal distribution effectively reach zero at about seven standard deviations from the mean, or at an imbalance of about 650 MW.   Thus, the current reliability of the interconnection was almost solely determined by the exponential distribution resulting from the disturbances.  Surprisingly, Secondary Frequency Control, including AGC, modeled by the normal distribution had a minimal effect on the ability to maintain reliability at current levels of control.  Sensitivity analysis indicated that this insensitivity to Secondary Frequency Control ranged to control performance levels with two to three times the error of that being currently achieved by the ERCOT EMS and dispatch efforts.

Sensitivity analysis indicated that the reliability was also significantly affected by changes in the Primary Frequency Control, generator governor droop and load frequency response.  Sensitivity analysis revealed that a change of less than 20% in Primary Frequency Control would begin to affect the reliability of the ERCOT Interconnection.  The single most significant chart from the study is shown on the next page with the red circles indicating an arbitrary reliability limit of one failure in ten-years that is used throughout the industry to judge reliability.  This chart shows how Secondary Frequency Control, as represented by the standard deviation of the control error, relates to interconnection reliability.

The center hump in the plot represents the effect of the normal distribution describing the Secondary Frequency Control result.  From that center hump are two declining straight lines that represent the exponential distributions associated with disturbances.  These two straight lines have different slopes because there are different probabilities associated with loss of generation and loss of load disturbances.  It can be seen that as Secondary Control is relaxed, the hump representing the normal distribution spreads out and causes slight changes in the position of the straight lines but that the slopes of the straight lines do not change.

Sensitivity to changes in Primary Frequency Control result in an inversely proportional increase in the MW Imbalance, X-axis, as the Frequency Response is reduced.  A twenty percent reduction in the Frequency Response will result in a twenty percent increase in the distance between gridlines on the X-axis.  This would result in the expansion of the X-axis such that the red circles would be at approximately +/-1800 MW instead of +/-2200 MW.
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Conclusions:

The results of this portion of the study support a number of conclusions.

Primary Conclusion:

From this study, we can conclude that currently managing the interconnection so that there is sufficient Primary Frequency Control, Frequency Response, is the most effective way to maintain a reliable system at this time.  Improving Secondary Frequency Control from current levels will have a minimal effect on reliability, but with significant relaxation in Secondary Control, this minimal effect can quickly change to a significant effect once new relaxed performance levels have been reached.

Additional Conclusions:

1. The ERCOT interconnection is currently reliable.

2. ERCOT should request a change in the CPS1 limit to 30 mHz until studies can be completed to determine how much higher the limit should be set above 30 mHz.  This new CPS1 limit will allow ERCOT to comply with the CPS1 standard until those studies can be completed.

3. Short-term efforts to maintain interconnection frequency control reliability should concentrate on the measurement and provision of adequate Primary Frequency Control, Frequency Response. 

4. Significant efforts to improve Secondary Frequency Control are not justified at this time.

5. When the contribution of disturbances and secondary frequency control have acquired a new balance in the future, Secondary Frequency Control and Secondary Frequency Control measures will again be important for maintaining reliability.

Recommendation on the Applicability of CPS1:

Energy Mark recognizes that there may be some weaknesses in the NERC CPS1 standard in relation to its incorporation of Frequency Bias.  As a result of this recognition, work has been performed to develop an alternative measure as a possible replacement to the current NERC CPS1 measure that explicitly includes the measurement of Frequency Response using the same data as is used as a basis for the CPS1 calculation.  This measure would more accurately incorporate variable frequency bias and estimated frequency response into the CPS1 standard.  Since some of the ERCOT participants use variable frequency bias in their control systems, a standard that recognizes this variability is necessary for application to this interconnection.

In addition, the ERCOT Interconnection will require a method to assign responsibility for Primary Frequency Control, Frequency Response.  This must be done in a manner consistent with the ERCOT Market design because Primary Frequency Control, unlike Secondary Frequency Control, can only be provided on a distributed basis.  This work, when completed, should be of value to the NERC Resources Subcommittee as they continue their work on a Frequency Response Standard.

The preliminary derivation of this new CPS1 measure is included in an incomplete draft technical paper that has been written as part of the information for eventual presentation to NERC.  This paper and test results of the performance measures and performance limits are not ready for distribution to NERC at this time, but should be ready shortly.

Recommendation on the Applicability of CPS2:

It is recommended that ERCOT request a permanent waver from CPS2 for the ERCOT Interconnection.  This waver should be requested because CPS2 is intended to prevent one Control Area from having a detrimental effect on the transmission system of another control area by not maintaining generation control within specified bounds defined in terms of MW flows, L10.  Since the ERCOT Interconnection is a single Control Area and there are no other Control Areas to have a detrimental effect upon, the CPS2 measure should not apply to ERCOT.

There is no need for limiting control errors within the ERCOT Control Area based on the L10 Limit because ERCOT has a separate market design to address the market re-dispatch of resources when transmission limits are exceeded.  Therefore, when applied to ERCOT, the only effect of the CPS2 measure will be the detrimental effect of limiting flows on unconstrained paths at a significant additional control cost.

It might be argued that there may need to be more than one measurement interval to insure that some desired frequency profile is maintained.  This logic only applies when the basis of determining the level of reliability is based on historic frequency control performance as described by a frequency profile that measures frequency performance over many averaging intervals.  Since this study sets a level for reliable performance independent of historic performance, and demonstrates that the limiting condition is based upon a ½-second interval, it also demonstrates that there is no justification for a second measure of frequency performance on the single control area ERCOT Interconnection.

General Recommendation:

Since the ERCOT Interconnection is currently reliable from a frequency control point of view, the ERCOT resources should be allocated to those initiatives that will have the greatest direct effect on short-term reliability, the confirmation and maintenance of Interconnection Frequency Response.  Those initiatives that will be required to create or maintain the infrastructure to insure that both Primary and Secondary Frequency Control will be available in sufficient quantities should receive resource allocations following the short-term reliability initiatives.  Finally, those initiatives that are designed to improve Secondary Frequency Control should be addressed only as they are identified as important to maintaining interconnection reliability.  The Specific Initiatives included in the Frequency Control Study RFP or added to the study scope later are sorted in order of importance as presented below.

It is strongly recommended that this not be used as a reason to dismantle the scheduling and control infrastructure.  Although this infrastructure will not be needed to measure Secondary Frequency Control during the transition while the frequency control limits are being relaxed, it will be needed once new limits have been reached.  In addition, it is expected that the scheduling and control infrastructure required to measure Secondary Control would also be required to measure the recently elevated Primary Frequency Control that can only be provided on a distributed and not centralized basis.  The cost to dismantle and then reconstruct the scheduling and control infrastructure will be much greater than the cost of maintaining it during the transition.

Recommendations on Specific Initiatives:

The Specific Initiatives have been sorted into three categories: 1) those initiatives that are of immediate importance, 2) those initiatives that are important for creating or maintaining a long-term reliability infrastructure, and finally 3) those initiatives that have the goal of improving short-term Secondary Frequency Control.  

Initiatives to Improve Frequency Response:

The following initiatives are of immediate importance because they address the problem of providing and confirming the application of adequate Primary Frequency Control, Frequency Response.  These initiatives should move forward at top priority.

Review Frequency Bias Differences Between ERCOT and QSE’s:

This initiative should be one of the first to be addressed once the NERC Control Performance issues are resolved.

Ancillary Services Market Clearing Algorithm:

The Texas PUC consultant has suggested that the Ancillary Services Markets be cleared concurrently with an optimization algorithm.  If this initiative moves forward, it must be modified to include Frequency Response and Frequency Response measures explicitly.

Initiatives to Support Reliability Infrastructure:

The following initiatives address the creation or maintenance of the necessary infrastructure to support frequency based reliability.

Relaxed Balanced Schedules:

The current market design fails to assign responsibility for following schedules because there is no financial penalty associated with failing to follow schedules.  If the Relaxed Balanced Schedule initiative moves forward, any future opportunity to assign responsibility for following schedules will be eliminated.  The lack of incentive to follow schedules will make it impossible to either measure or encourage market participants to contribute to frequency control initiatives.  Acceptance of the Relaxed Balanced Schedule philosophy will insure that reliability problems resulting from insufficient frequency control will occur in the future.

This study demonstrates the value of Frequency Response in maintaining reliable interconnection operations.  Frequency Response cannot be adequately measured or assured in a market using a Relaxed Balanced Scheduling philosophy.

Review Dispatch Excluded from QSE ACE, SCE and QSE CPS:

If the measurement of scheduling responsibility is required in the market, the accurate representation of all dispatch instructions is a necessity.  This includes all dispatch instructions, verbal, electronic and implied.

Review Effect of Uninstructed Deviations:

Operation of a Vertically Integrated Utility never included the requirement for loads to follow schedules.  This form of operation was acceptable because the party responsible for forecasting load was also responsible for insuring that the generation was operated in a manner to meet that load forecast.  In the Texas Market, by relieving the loads from the responsibility of forecasting their demand, the generators are also relieved from the responsibility of following their schedules, because those schedules are based on a forecast that may be different from the ERCOT forecast.  Without structural changes in the market design, uninstructed deviations will not be able to be controlled within reasonable reliability limits.

Review SCE Three-Point Smoothing Algorithm:

The SCE Three-Point Smoothing Algorithm provides ramping schedules that have no correlation to the physical limits of the plant that they are intended to represent.  In addition, the algorithm is not decomposable to its component schedules.  This assures that there will be differences between the instantaneous schedules for the two parties attempting to use the scheduling method.  These problems reduce the incentive to follow any schedule when provided.

Review Ramp Rate Differences Between ERCOT & QSE’s:

At the present time, there are no economic incentives in the ERCOT Market Design to encourage Market Participants to base Portfolio Ramp Rate Bids on the physical ramp rates of the plants included in their Portfolio Resource Plans. The ERCOT Market Design does not require validation of physical ramp rate capabilities in the deployment of Ancillary Services.

Review Ramp Rates and Rate Periods for Bilateral Transactions:

This issue has not been investigated to date.

Review QSE Hourly Scheduling in a 15-Minute Interval Market:

This issue has not been investigated to date.

Texas PUC Final Order No. 23220:

The PUC chose to use a feedback control system to resolve a market problem.  This problem will reappear later and require modification or a new solution.

Review Impacts of Non-Conforming Loads (Steel Mills):

This issue has not been investigated to date.

Review Impacts of Uncontrollable Generation (Wind Farms):

This issue has not been investigated to date.

Review Effects of Bad Telemetry Data:

ERCOT has determined that the NERC CPS1 calculations in its EMS require thirty (30) valid 2-second telemetry scans for each clock-minute Compliance Factor (CF) calculation to be valid. The NERC Performance Standard Training Document does not specify the number of scans that are required during the clock-minute in order for the CF for any specific clock-minute to be valid, and included in the CPS1 calculation. This matter needs to be clarified by the NERC Resources Subcommittee.

Review Time Error Correction:

ERCOT has recently determined that the NERC CPS1 and CPS2 calculations in its EMS have not been calculated correctly during periods of Time Error Correction or during periods when Scheduled Frequency was set to a value other than 60.00 Hz. ERCOT has notified its EMS vendor of this problem and is currently testing software modifications to correct the problem.

Review Short-Term Load Forecast Errors:

This issue has not been investigated to date.

Initiatives to Improve Secondary Frequency Control:

The initiatives directed toward improving Secondary Frequency Control Methods will have little beneficial effect in the short-term.  They will only be of value after the ERCOT Interconnection reaches and stabilizes Secondary Frequency Control at a new reliability limit.

Review Frequency Control Algorithms & Tuning:

This issue has not been investigated to date.

Review Ancillary Service Deployments:

At the present time there are limited economic incentives in the ERCOT Market Design for Market Participants to adhere to their base power schedules or Ancillary Service Deployments.

Review Permissive Control Techniques:

This issue has not been investigated to date.

Review AGC Deployment:

This issue has not been investigated to date.

Review Training & Tools for System Operators and Staff:

This issue has not been investigated to date.

Review ERCOT Alarm System:

This issue has not been investigated to date.

It is recommended that these initiatives be removed from the scope of this Frequency Control Study at this time.  They should be addressed as appropriate by ERCOT staff when it is efficient for these issues to be investigated and solutions developed.  If any of these initiatives is determined to be important within the period of the completion of this study, it can be added to the scope at that time.

Review of Frequency Control Data:

Frequency Control Data for multiple years was analyzed.  The analysis is summarized here.

Year 2000 Frequency Data:

Two-second Frequency Error data was plotted for the year 2000.  The plots are contained in the Frequency Control Data – Year 2000 report, dated May 1, 2002.

One-minute Frequency Error data was plotted for the year 2000.  The plots are contained in the Frequency Control Data – Year 2000 report, dated May 1, 2002.

Year 2000 2-Second Frequency Analysis:

Some basis statistics were run on the Year 2000 2-second Frequency Error Data.

Basic Statistics on 2-Second Data:

Some basic statistics were developed from the data.

Mean and Standard Deviation:

The Mean and Standard Deviation was calculated:


Mean Frequency Error





0.001823 Hz

Standard Deviation of Frequency Error



0.017604 Hz

These statistics were then used to plot some additional functions.

Frequency Error and Normal Density:

Plots of the Frequency Error Density and a Normal Density were compared and a Q-Q plot was created comparing the two.  The Red line is the Frequency Error data and the Blue line is the Normal Distribution.
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In the Frequency Error Density Q-Q plot, the Red line is the Q-Q plot and the Blue line is a 45-degree diagonal to show the Frequency Error Density compared to the Normal Distribution.

However, a closer review of the detailed data created to make the Q-Q plot reveled that the tails in the actual data were larger than the tails in the normal data.  This is shown below.
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Year 2000 1-Minute Frequency Analysis:

Some basis statistics were run on the Year 2000 1-minute Frequency Error Data.

Basic Statistics on 1-Minute Data:

Some basic statistics were developed from the data.

Mean and Standard Deviation:

The Mean and Standard Deviation was calculated:


Mean Frequency Error





0.001821 Hz

Standard Deviation of Frequency Error



0.016372 Hz
These statistics were then used to plot some additional functions.

Frequency Error and Normal Density:

Plots of the Frequency Error Density and a Normal Density were compared and a Q-Q plot was created comparing the two.
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The Red line is the Frequency Error data and the Blue line is the Normal Distribution.
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In the Frequency Error Density Q-Q plot, the Red line is the Q-Q plot and the Blue line is a 45-degree diagonal to make it easier to compare the Frequency Error Density to the Normal Distribution.

Year 2001 Frequency Data:

Two-second Frequency Error data was plotted for the year 2001.  The plots are contained in the Frequency Control Data – Year 2001 report, dated May 1, 2002.

One-minute Frequency Error data was plotted for the year 2001.  The plots are contained in the Frequency Control Data – Year 2001 report, dated May 1, 2002.

Year 2001 2-Second Frequency Analysis:

Some basis statistics were run on the Year 2001 2-second Frequency Error Data.

Basic Statistics on 2-Second Data:

Some basic statistics were developed from the data.

Mean and Standard Deviation:

The Mean and Standard Deviation was calculated:


Mean Frequency Error





0.000947 Hz

Standard Deviation of Frequency Error



0.022333 Hz

These statistics were then used to plot some additional functions.

Frequency Error and Normal Density:

Plots of the Frequency Error Density and a Normal Density were compared and a Q-Q plot was created comparing the two.  The Red line is the Frequency Error data and the Blue line is the Normal Distribution.
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In the Frequency Error Density Q-Q plot, the Red line is the Q-Q plot and the Blue line is a 45-degree diagonal to show the Frequency Error Density compared to the Normal Distribution.

However, a closer review of the detailed data created to make the Q-Q plot reveled that the tails in the actual data were larger than the tails in the normal data.  This is shown below.
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Year 2001 1-Minute Frequency Analysis:

Some basis statistics were run on the Year 2001 1-minute Frequency Error Data.

Basic Statistics on 1-Minute Data:

Some basic statistics were developed from the data.

Mean and Standard Deviation:

The Mean and Standard Deviation was calculated:


Mean Frequency Error





0.000946 Hz

Standard Deviation of Frequency Error



0.021307 Hz
These statistics were then used to plot some additional functions.

Frequency Error and Normal Density:

Plots of the Frequency Error Density and a Normal Density were compared and a Q-Q plot was created comparing the two.
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The Red line is the Frequency Error data and the Blue line is the Normal Distribution.
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In the Frequency Error Density Q-Q plot, the Red line is the Q-Q plot and the Blue line is a 45-degree diagonal to make it easier to see how close the Frequency Error Density is to the Normal Distribution.

Advanced Data Analysis:

The simple analysis of the Frequency Error data that was provided in the Frequency Control Data – Year 2000 and the Frequency Control Data – Year 2001 reports was inadequate to explain the structure of the data or enable ERCOT to forecast the factors that would affect its future structure.

The simple analysis performed in these reports was unable to explain the existence of the long tails that were revealed on the Excel Spreadsheet when the Q-Q Plot for the Frequency Error was developed.  Since these long tails could significantly influence the reliability of the ERCOT Interconnection, additional analysis was required.

Therefore, more advanced data analysis was performed on the data to reveal the underlying structure of the data and enable the forecasting of future Frequency Error based on the underlying variables that affect the structure.

Analysis to Identify Two Distributions Directly:

An initial attempt was made to separate the single Frequency Error Density Distribution into two separate distributions using direct analysis.  These attempts did not yield usable results.

Instead of working directly with the frequency error data, which includes average and mid-term control errors, the first difference of the 2-second frequency error data was analyzed.  The first differences were calculated by taking the difference between the frequency error for each sample and the frequency error for the immediately following sample.  These first differences were entered into a newly created table very similar to the frequency error table for analysis.

This first difference data possesses some useful characteristics.  The mean of the first differences for large samples will always be very close to zero.  If there are two different causes of frequency deviations, the data may allow the separation of the causes when they result in a bi-modal distribution.

Year 2000 2-Second 1st Difference Analysis:

Some basis statistics were run on the Year 2000 2-second 1st Difference Data.

Basic Statistics on 2-Second Data:

Some basic statistics were developed from the data.

Mean and Standard Deviation:

The Mean and Standard Deviation was calculated:


Mean Frequency Error





0.000000 Hz

Standard Deviation of Frequency Error



0.002713 Hz

These statistics were then used to plot some additional functions.

Frequency Error and Normal Density:

Plots of the Frequency Error Density and a Normal Density were compared and a Q-Q plot was created comparing the two.  The Red line is the Frequency Error data and the Blue line is the Normal Distribution.
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In the Frequency Error Density Q-Q plot, the Red line is the Q-Q plot and the Blue line is a 45-degree diagonal to show how close the Frequency Error Density is to the Normal Distribution.

However, a closer review of the detailed data created to make the Q-Q plot reveled that the tails in the actual data were larger than the tails in the normal data.  Unfortunately, the tails did not reveal any indication of a bi-modal distribution as hoped.  This is shown below.
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The failure to reveal a bi-modal distribution makes the direct analysis of the 1st Difference data unsuitable for further investigation.

Year 2001 2-Second 1st Difference Analysis:

Some basis statistics were run on the Year 2001 2-second 1st Difference Data.

Basic Statistics on 2-Second Data:

Some basic statistics were developed from the data.

Mean and Standard Deviation:

The Mean and Standard Deviation was calculated:


Mean Frequency Error





0.000000 Hz

Standard Deviation of Frequency Error



0.002596 Hz

These statistics were then used to plot some additional functions.

Frequency Error and Normal Density:

Plots of the Frequency Error Density and a Normal Density were compared and a Q-Q plot was created comparing the two.  The Red line is the Frequency Error data and the Blue line is the Normal Distribution.
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In the Frequency Error Density Q-Q plot, the Red line is the Q-Q plot and the Blue line is a 45-degree diagonal to show how close the Frequency Error Density is to the Normal Distribution.

However, a closer review of the detailed data created to make the Q-Q plot reveled that the tails in the actual data were larger than the tails in the normal data.  Unfortunately, the tails did not reveal any indication of a bi-modal distribution as hoped.  This is shown below.

[image: image17.emf]

Frequency Error Density

2-Second Data - 2001

-0.025 -0.020 -0.015 -0.010 -0.005 0.000 0.005 0.010 0.015 0.020 0.025

Frequency Error

Count Normal


The failure to reveal a bi-modal distribution makes the direct analysis of the 1st Difference data unsuitable for further investigation.

Simple Analysis to Remove Disturbance Data:

The second approach was made to separate the long tails by removing the disturbance data from the normal data.  This was done by separating the Time-Stamped Frequency Error data into two separate data sets.  The first data set is a data set containing all of the disturbance data for the period and the second data set is a data set containing all of the remaining (normal) data for the period.

A Visual Basic program was written that scanned the 1st Difference 2-second data for absolute values larger than 0.024 Hz.  When larger values were found, the data was marked as Disturbance data from that time until the Frequency Error returned to or crossed zero indicating the end of the Disturbance.  The same analysis was repeated for a 1st Difference Limit of 0.019 Hz in place of the 0.024 Hz.  Both the Frequency Error and the 1st Difference data were separated into Normal and Disturbance data sets.  The Normal data sets with the Disturbance data were analyzed to determine whether the separation of the Disturbance data corrected the problem with the long tails.  This was determined by comparing the changes in the tails with the changes in the total data.

Year 2000 Normal Data Analysis:

There are three sets of data shown in the following charts, 1) the total data set without the removal of any Disturbance data, 2) the Normal data with all Disturbances greater than 0.024 Hz removed, and 3) the Normal data with all Disturbances greater than 0.019 Hz removed.
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The basic statistics for the three Normal Data sets are shown in the following table.

	Comparison of Normal Data – Year 2000

	Data Set
	Min Value
	Max Value
	Mean
	Standard Deviation
	Disturbances

	All Data
	-0.227
	0.123
	0.001823
	0.017604
	0

	Normal > 0.024
	-0.127
	0.123
	0.001955
	0.017374
	439

	Normal > 0.019
	-0.127
	0.123
	0.001934
	0.017294
	1556


The elimination of the Disturbance and Disturbance Recovery data using this simplified method worked quite well for the data from the year 2000.  The one limitation is the large number of disturbances that were identified using this method.

Year 2001 Normal Data Analysis:

There are three sets of data shown in the following charts, 1) the total data set without the removal of any Disturbance data, 2) the Normal data with all Disturbances greater than 0.024 Hz removed, and 3) the Normal data with all Disturbances greater than 0.019 Hz removed.
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The basic statistics for the three Normal Data sets are shown in the following table.

	Comparison of Normal Data – Year 2001

	Data Set
	Min Value
	Max Value
	Mean
	Standard Deviation
	Disturbances

	All Data
	-0.291
	0.198
	0.000947
	0.022333
	0

	Normal > 0.024
	-0.199
	0.198
	0.000991
	0.021831
	479

	Normal > 0.019
	-0.199
	0.198
	0.000970
	0.021719
	1375


Although the simplified method of identifying the Disturbance and Disturbance Recovery data also reduced the tails on the data for the Year 2001, the effect was not nearly as dramatic.  This analysis indicates that the approach of removing Disturbance and Disturbance Recovery data has promise, but that the simplified method used here to identify Disturbances may not be sophisticated enough to yield the desired result.

Detailed Analysis to Remove Disturbance Data:

The third approach was made to separate the long tails by removing the disturbance data from the normal data.  However, this time a more sophisticated method of analysis was used to select the disturbance periods.  This was done by separating the Time-Stamped Frequency Error data into two separate data sets.  The first data set is a data set containing all of the disturbance data for the period and the second data set is a data set containing all of the remaining (normal) data for the period.

A Visual Basic program was written that scanned the 1st Difference 2-second data for two or three consecutive differences in the same direction with total absolute values larger than 0.075 Hz.  When larger values were found, the data was marked as Disturbance data from that time until the Frequency Error returned to or crossed zero indicating the end of the Disturbance.  Both the Frequency Error and the 1st Difference data were separated into Normal and Disturbance data sets.  The Normal data sets with the Disturbance data were analyzed to determine whether the separation of the Disturbance data corrected the problem with the long tails.  This was determined by comparing the changes in the tails with the changes in the total data.

Year 2000 Normal Data Analysis:

There are five sets of data shown in the following charts, 1) the total data set without the removal of any Disturbance data, 2) the Normal data with all 6-Second Disturbances greater than 0.075 Hz removed, 3) the Normal data with all 6-Second Disturbances greater than 0.050 Hz removed, 4) the Normal data with all 6-Second Disturbances greater than 0.040 Hz removed, and 5) the Normal data with all 6-Second Disturbances greater than 0.035 Hz removed.
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The basic statistics for the three Normal Data sets are shown in the following table.

	Comparison of Normal Data – Year 2000

	Data Set
	Min Value
	Max Value
	Mean
	Standard Deviation
	Disturbances

	All Data
	-0.227
	0.123
	0.001823
	0.017604
	0

	Normal > 0.074
	-0.128
	0.123
	0.001906
	0.017440
	117

	Normal > 0.049
	-0.127
	0.123
	0.001940
	0.017392
	263

	Normal > 0.039
	-0.127
	0.123
	0.001942
	0.017362
	569

	Normal > 0.034
	-0.127
	0.123
	0.001905
	0.017312
	1216


The elimination of the Disturbance and Disturbance Recovery data using this advanced method worked quite well for the data from the year 2000.  The smoothing of the tails was accomplished with fewer disturbances than using the simplified method.

Year 2001 Normal Data Analysis:

There are five sets of data shown in the following charts, 1) the total data set without the removal of any Disturbance data, 2) the Normal data with all 6-Second Disturbances greater than 0.075 Hz removed, 3) the Normal data with all 6-Second Disturbances greater than 0.050 Hz removed, 4) the Normal data with all 6-Second Disturbances greater than 0.040 Hz removed, and 5) the Normal data with all 6-Second Disturbances greater than 0.035 Hz removed.
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The basic statistics for the three Normal Data sets are shown in the following table.

	Comparison of Normal Data – Year 2001

	Data Set
	Min Value
	Max Value
	Mean
	Standard Deviation
	Disturbances

	All Data
	-0.291
	0.198
	0.000947
	0.022333
	0

	Normal > 0.074
	-0.199
	0.198
	0.001040
	0.022150
	118

	Normal > 0.049
	-0.199
	0.198
	0.000964
	0.021870
	306

	Normal > 0.039
	-0.199
	0.198
	0.000943
	0.021727
	659

	Normal > 0.034
	-0.199
	0.198
	0.000867
	0.021631
	1473


The elimination of the Disturbance and Disturbance Recovery data using this advanced method worked quite well for the data from the year 2000.  The smoothing of the tails was accomplished with fewer disturbances than using the simplified method.  Although the advanced method of identifying the Disturbance and Disturbance Recovery data also reduced the tails on the data for the Year 2001, the effect was not nearly as dramatic as for the Year 2000.  This analysis indicates that the tails of the Year 2001 distributions may be the result of an interconnection frequency control system that is out-of-control rather than the result of disturbances.
The analysis of the Normal Data when the Disturbance Data has been removed can adequately be modeled using a Normal Distribution as a starting point.  The Disturbance Data must also be modeled so that it can be predicted.  This data is not expected to be normal because of the nature of the causal effects.  The Disturbance Data that was separated from the Normal Data in the above Advanced Data Analysis is presented here.

Year 2000 Disturbance Data Analysis:

The data is presented graphically using probability density distributions.  It is apparent that the disturbances can be modeled by two separate distributions.
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Year 2001 Disturbance Data Analysis:

The 2001 data is also presented graphically using probability density distributions.
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Final Analysis to Remove Disturbance Data:

Analysis of the previous approach indicated that the algorithm to identify the Disturbances could be improved by also looking for the completion of the governor response at the completion of the initial disturbance frequency change.  The Visual Basic programs were modified to include this additional requirement, and some minor bugs were found and corrected in the process.  This allowed the efficient separation of Normal Data from Disturbance Data.  An analysis similar to the previous analysis was then performed.  The results of that analysis are presented below.

The Visual Basic program was modified to scan the 1st Difference 2-second data for two or three consecutive differences in the same direction with total absolute values larger than 0.040 Hz followed by an immediate reversal in the direction in the change of frequency to indicate the completion of a frequency response.  When larger values were found, the data was marked as Disturbance data from that time until the Frequency Error returned to or crossed zero indicating the end of the Disturbance.  Both the Frequency Error and the 1st Difference data were separated into Normal and Disturbance data sets.  The Normal data sets with the Disturbance data were analyzed to determine whether the separation of the Disturbance data corrected the problem with the long tails.  This was determined by comparing the changes in the tails with the changes in the total data.

Year 2000 Normal Data Analysis:

Only a single data set was developed for this part of the analysis.  The characteristics of this data set are shown on the following charts.  There are two sets of data shown in the following charts, 1) the total data set without the removal of any Disturbance data, 2) the Final Normal data with all 6-Second Disturbances greater than 0.040 Hz removed.
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The basic statistics for the Normal Data sets are shown in the following table.

	Comparison of Normal Data – Year 2000

	Data Set
	Min Value
	Max Value
	Mean
	Standard Deviation
	Disturbances

	All Data
	-0.227
	0.123
	0.001823
	0.017604
	0

	Normal > 0.039
	-0.127
	0.123
	0.001943
	0.017381
	423


The elimination of the Disturbance and Disturbance Recovery data using this final advanced method worked quite well for the data from the year 2000.  The smoothing of the tails was accomplished with fewer disturbances than using the advanced method.

Year 2001 Normal Data Analysis:

Only a single data set was developed for this part of the analysis.  The characteristics of this data set are shown on the following charts.  There are two sets of data shown in the following charts, 1) the total data set without the removal of any Disturbance data, 2) the Final Normal data with all 6-Second Disturbances greater than 0.040 Hz removed.
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The basic statistics for the Normal Data sets are shown in the following table.

	Comparison of Normal Data – Year 2001

	Data Set
	Min Value
	Max Value
	Mean
	Standard Deviation
	Disturbances

	All Data
	-0.291
	0.198
	0.000947
	0.022333
	0

	Normal > 0.039
	-0.199
	0.198
	0.000976
	0.021854
	442


The elimination of the Disturbance and Disturbance Recovery data using this final advanced method worked quite well for the data from the year 2000.  The smoothing of the tails was accomplished with fewer disturbances than using the advanced method.  Although the final advanced method of identifying the Disturbance and Disturbance Recovery data also reduced the tails on the data for the Year 2001, the effect was not nearly as dramatic as for the Year 2000.  This analysis indicates that the tails of the Year 2001 distributions may be the result of an interconnection frequency control system that is out-of-control rather than the result of disturbances.
The analysis of the Normal Data when the Disturbance Data has been removed can adequately be modeled using a Normal Distribution as a starting point.  The Disturbance Data must also be modeled so that it can be predicted.  This data is not expected to be normal because of the nature of the causal effects.  The Disturbance Data that was separated from the Normal Data in the above Advanced Data Analysis is presented here.  With the a Normal Data Model based on a Normal Distribution, attention must be given to the analysis of the Disturbance Data and the development of a model or models that can be used to forecast the effect of disturbances on the interconnection frequency.

Year 2000 & 2001 Disturbance Data:

The data is presented graphically using probability density distributions.  It is apparent that the disturbances can be modeled by two separate distributions, a positive and a negative distribution.
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Disturbance Data Analysis:

There are two ways that the analysis of the Disturbance Data could be performed.  This first is to attempt to model the total distribution directly.  When the Disturbance Data is modeled directly, it must then be de-convoluted from the Normal Data before a final forecast can be attempted.  The better alternative is to model the components of the Disturbance Distribution.  This will allow the direct addition of the results to the Normal Distribution.  By modeling the components, the modeling development process is also easier to follow.

The Disturbance Data is described in two parts.  The first part is the Frequency Disturbance; the second part is the recovery from that disturbance.  The disturbance modeling is based on the form that a disturbance is expected to take described in the NERC Frequency Response Characteristic Survey Training Document.  The Frequency Response Points A, B, and C are defined here in the same manner as they are in the NERC training document.  There are a number of steps that are required before the disturbance frequency error for the ERCOT Interconnection can be modeled and forecast.

Step 1:
Confirm the reasonableness of the disturbance starting values, Point A.

Step 2:
Estimate the size of the measurable disturbances as governed by the frequency response, Point A minus Point B.

Step 3:
Develop a model for the measurable disturbances.

Step 4:
Estimate the size of the total disturbances limits, Point A minus Point C.

Step 5:
Develop a model for the total disturbances limits.

Step 6:
Model the relationship between the measurable disturbances as governed by the frequency response and the total disturbances.

Step 7:
Develop a model to describe the recovery phase of a disturbance.

The models described in each of the above steps are then recombined to provide a forecast of the interconnection reliability and the measurements that indicate reliability is being maintained.  Each of these steps is described below.

Identify the Base Distribution:

The A-Point for each disturbance when taken for a large number of disturbances should be independent of the Normal Frequency Control.  This can be confirmed by comparing the density distribution of the A-Points to the density distribution of the Normal Frequency.  This comparison is plotted for the years 2000 and 2001 on the following charts.  The plots indicate that the data is normal.  In addition, the means and standard deviations of the distributions are similar as shown in the table.

These plots are not nearly as smooth as those from the previous analysis because of the size of the samples used to create these plots.  There are only 423 samples in the Year 2000 data and 442 samples in the Year 2001 data.  These sample sizes compare to sample sizes of over 15 million samples contained in the annual data used to estimate the normal models.  The only way to reduce the uncertainty associated with the model development is to increase the sample sizes.  This can only be done by using additional years of data.  As the data becomes older, it becomes less representative of the current situation.  This results in diminishing returns through the analysis of additional data.  Even though the data is not as smooth, it is adequate to confirm that the starting values are normally distributed as expected, confirming the modeling assumptions.
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	Comparison of Normal Data – Year 2000

	Data Set
	Min Value
	Max Value
	Mean
	Standard Deviation
	Disturbances

	Normal > 0.039
	-0.127
	0.123
	0.001943
	0.017381
	423

	A-Point > 0.039
	-0.072
	0.077
	0.000485
	0.019376
	423


	Comparison of Normal Data – Year 2001

	Data Set
	Min Value
	Max Value
	Mean
	Standard Deviation
	Disturbances

	Normal > 0.039
	-0.199
	0.198
	0.000976
	0.021854
	442

	A-Point > 0.039
	-0.070
	0.116
	0.001900
	0.022793
	442


Although the plots are quite noisy due to the small sample sizes, the data is still obviously Normal and similar to the normal control data previously separated.  This confirms that it is appropriate to proceed under the assumption that the joint distribution can be constructed from the individual distributions after those distributions have been estimated separately.

Identify the Measurable Disturbance Density:

The next step is to plot the density of the measurable size of the disturbances that are expected.  This is done by plotting the density distribution of the change in frequency error that is experienced between Point-A, the starting value of the frequency error, and Point-B, the frequency error after the initial response is complete but before the recovery has been initiated.  This response is the response that is usually used to estimate the Frequency Bias for the ACE Equation and the control system.  It is easier to estimate this response accurately because it does not require the short interval sampling that must be used to accurately measure Point-C, the maximum instantaneous frequency change.

The value of Point-A and Point-B for each disturbance was calculated based on the average of the five samples immediately preceding the disturbance, Point-A, and the five samples immediately following the disturbance stabilization, starting with the second sample after Point-C.  The difference between Point-A and Point-B was used in the analysis to determine the disturbance magnitude.  The following plots are based on those magnitudes.

The first plots present the scatter plots of the data points for both the Negative and Positive Disturbance Samples.  The two sides of the plots are separated in later analysis for the development of separate models for Negative Disturbances (loss of generation) and Positive Disturbances (loss of load).

The individual sample points are shown on the plots in Red while the estimated values of the data based on a least squares regression to an exponential distribution are shown in Blue.  This section includes the results of Steps 2 & 3.  These regressions were calculated using the regression analysis available in Excel.  Immediately following each regression is a plot of the errors between the cumulative sample count from the actual samples and the estimated value from the regression.  Both Negative and Positive models are also shown.
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	Year 2000 – A-B Regression

	KEY
	Negative
	Positive

	
	m
	b
	m
	b

	Estimated m
	Estimated b
	4.878E+14
	765.725301
	4.6018E-51
	2721.41119

	Standard Error m
	Standard Error b
	0.49518176
	0.07051082
	4.4237482
	0.25128551

	r2
	Standard Error y
	0.96225163
	0.35968743
	0.95679308
	0.24197539

	F Statistic
	Degrees Freedom
	4664.89187
	183
	686.47772
	31

	Sum Squares (SS)
	SS Residual
	603.520609
	24
	40.194704
	2


	Year 2001 – A-B Regression

	KEY
	Negative
	Positive

	
	m
	b
	m
	b

	Estimated m
	Estimated b
	3.7497E+11
	445.254179
	3.8038E-18
	69.1195327

	Standard Error m
	Standard Error b
	0.33425754
	0.05161276
	2.74192325
	0.20553759

	r2
	Standard Error y
	0.968906
	0.28528983
	0.76978103
	0.42435636

	F Statistic
	Degrees Freedom
	6356.75146
	204
	213.996207
	64

	Sum Squares (SS)
	SS Residual
	517.377844
	17
	38.5360781
	12


The regression analysis performed on the data used a transformation from an exponential function to a linear function.  This transformation begins with the equation for an exponential.  Fortunately, the function is built into Excel as the LOGEST Function.

Y = bmX
(1)

X  =
Frequency Error

Y  =
Count of Cumulative Number of Events at Frequency Error

Identify the Total Disturbance Limit Density:

The next step is to plot the density of the total size of the disturbance limits that are expected.  This is done by plotting the density distribution of the change in frequency error that is experienced between Point-A, the starting value of the frequency error, and Point-C, the largest frequency error in the initial response.  This response is the response that is effectively applied to arrest the frequency change during the disturbance.  This portion of the measurable frequency response is the most important part of the response provided.  Any remaining response, although further reducing frequency change has little more value than other secondary control provided.  This portion of the response is the most difficult to measure accurately because it requires short interval sampling.

The value of Point-A and Point-C for each disturbance was calculated based on the average of the five samples immediately preceding the disturbance, Point-A, and the single sample with the greatest frequency change from Point-A.  The difference between Point-A and Point-C was used in the analysis to determine the total disturbance magnitude.  The following plots are based on those magnitudes.  They are similar in form to the previous plots of the change from Point-A to Point-B.  This section includes the results of Steps 4 & 5.
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	Year 2000 – A-C Regression

	KEY
	Negative
	Positive

	
	m
	b
	m
	b

	Estimated m
	Estimated b
	1.8328E+12
	1072.69809
	3.1632E-34
	638.105613

	Standard Error m
	Standard Error b
	0.46244217
	0.06399856
	5.22566228
	0.36849257

	r2
	Standard Error y
	0.95492218
	0.31702241
	0.79553757
	0.66623608

	F Statistic
	Degrees Freedom
	3728.35959
	176
	217.888949
	56

	Sum Squares (SS)
	SS Residual
	374.712097
	18
	96.7144792
	25


	Year 2001 – A-C Regression

	KEY
	Negative
	Positive

	
	m
	b
	m
	b

	Estimated m
	Estimated b
	2.2255E+10
	678.514166
	5.7159E-29
	348.671279

	Standard Error m
	Standard Error b
	0.14764038
	0.0259283
	4.00668444
	0.29365653

	r2
	Standard Error y
	0.99083081
	0.16144339
	0.81198321
	0.57829658

	F Statistic
	Degrees Freedom
	26042.6606
	241
	263.439114
	61

	Sum Squares (SS)
	SS Residual
	678.775051
	6
	88.1011346
	20


The regression analysis performed on the data used a transformation from an exponential function to a linear function.  This transformation is the same as for the previous section.

Identify the Relationship Between A-B and A-C:

The next step is to model the relationship between the Measurable Disturbance and the Total Disturbance.  This is done by plotting the ratio of the change in frequency error that is experienced between Point-A, the starting value of the frequency error, and Point-C, the largest frequency error in the initial response and the frequency error between Point-A and Point-B.  Identifying this relationship will allow the estimation of the Frequency Response required to limit the Total Disturbance when it is known that only a portion of that response can be applied before the frequency change has been arrested.  The ratio of these responses represents the proportion of the Frequency Response that can be applied to arrest the frequency and therefore the proportion of the Frequency Response that contributes to the limitation of instantaneous frequency excursions.

The plots present the scatter plots of the data points for both the Negative and Positive Disturbance Samples.  The two sides of the plots are separated in later analysis for the development of separate models for Negative Disturbances (loss of generation) and Positive Disturbances (loss of load).

The individual sample points are shown on the plots in Red while the estimated values of the data based on a least squares regression to an exponential distribution are shown in Blue.  This section includes the results of Step 6.  These regressions were calculated using the regression analysis available in Excel.  Immediately following each regression is a plot of the errors between the cumulative sample count from the actual samples and the estimated value from the regression.
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	Year 2000 & 2001 – A-B to A-C Regression

	KEY
	2000
	2001

	
	m
	b
	m
	b

	Estimated m
	Estimated b
	1.276
	0.000
	1.235
	0.000

	Standard Error m
	Standard Error b
	0.015
	#N/A
	0.012
	#N/A

	r2
	Standard Error y
	0.910
	0.018
	0.937
	0.015

	F Statistic
	Degrees Freedom
	4260.010
	422.000
	6250.834
	422.000

	Sum Squares (SS)
	SS Residual
	1.442
	0.143
	1.350
	0.091


The regression analysis performed on the data used the Excel LINEST Function.  It is based on the following equation (2).

Y = mX
(2)

X  =
A-B Value
Y  =
A-C Value
This regression uses a forced fit through the origin since this form is the only correct form for the relationship based on theoretical considerations of frequency response.

Model the Disturbance Recovery:

The first consideration in modeling the Disturbance Recovery is to determine whether the size of the disturbance affects the Rate-of-Recovery or the Time-of-Recovery.  The B-Point data and the times for recovery were calculated from the basic Final Disturbance Data.  This data was then used as the basis of a regression analysis.  This section includes the results of Step 7 of the analysis.

Regressions were performed on the Negative Disturbance and Recovery Data and the Positive Disturbance and Recovery Data separately and then together.  The separate Negative and Positive regressions were performed with both a forced fit through the origin and allowing for a y-intercept.  The combined regressions were only done with a forced fit through the origin.  The plots from those regressions follow.
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	Year 2000 – Recovery Time from Point-B Regression

	KEY
	Negative
	Positive

	
	m
	b
	m
	b

	Estimated m
	Estimated b
	-0.046
	0.001
	0.036
	0.001

	Standard Error m
	Standard Error b
	0.005
	0.000
	0.008
	0.000

	r2
	Standard Error y
	0.251
	0.003
	0.176
	0.001

	F Statistic
	Degrees Freedom
	103.459
	308.000
	23.422
	110.000

	Sum Squares (SS)
	SS Residual
	0.001
	0.002
	0.000
	0.000

	Estimated m
	Estimated b
	-0.057
	0.000
	0.053
	0.000

	Standard Error m
	Standard Error b
	0.002
	#N/A
	0.004
	#N/A

	r2
	Standard Error y
	0.233
	0.003
	0.128
	0.001

	F Statistic
	Degrees Freedom
	93.813
	309.000
	16.341
	111.000

	Sum Squares (SS)
	SS Residual
	0.001
	0.002
	0.000
	0.000

	Estimated m
	Estimated b
	
	-0.047
	0.000
	

	Standard Error m
	Standard Error b
	
	0.003
	#N/A
	

	r2
	Standard Error y
	
	-0.191
	0.003
	

	F Statistic
	Degrees Freedom
	
	-67.729
	422.000
	

	Sum Squares (SS)
	SS Residual
	
	-0.001
	0.004
	


	Year 2001 – Recovery Time from Point-B Regression

	KEY
	Negative
	Positive

	
	m
	b
	m
	b

	Estimated m
	Estimated b
	-0.032
	0.002
	0.014
	0.001

	Standard Error m
	Standard Error b
	0.005
	0.000
	0.010
	0.000

	r2
	Standard Error y
	0.127
	0.003
	0.020
	0.001

	F Statistic
	Degrees Freedom
	50.291
	346.000
	1.839
	90.000

	Sum Squares (SS)
	SS Residual
	0.000
	0.003
	0.000
	0.000

	Estimated m
	Estimated b
	-0.052
	0.000
	0.048
	0.000

	Standard Error m
	Standard Error b
	0.002
	#N/A
	0.004
	#N/A

	r2
	Standard Error y
	0.058
	0.003
	-0.134
	0.002

	F Statistic
	Degrees Freedom
	21.249
	347.000
	-10.782
	91.000

	Sum Squares (SS)
	SS Residual
	0.000
	0.003
	0.000
	0.000

	Estimated m
	Estimated b
	
	-0.045
	0.000
	

	Standard Error m
	Standard Error b
	
	0.002
	#N/A
	

	r2
	Standard Error y
	
	-0.180
	0.003
	

	F Statistic
	Degrees Freedom
	
	-66.994
	440.000
	

	Sum Squares (SS)
	SS Residual
	
	-0.001
	0.005
	


Although the relationships between the Frequency Error created by the disturbance and the recovery time for the disturbance are not strong, they are consistent and they should provide a reasonable basis for estimating the recovery times and contributions to the recovery distribution.  The consistency can be seen from the comparison of the estimated values for the slope, m, between the Negative, Positive and combined estimates for both years.  A value of -0.046 will be used to estimate the recovery times for the disturbance model.  Since the recovery times were consistent between years and consistent for both Negative and Positive disturbances, the recoveries will be estimated to be linear from the B-Point to the reduction of the frequency error to zero.  This provides a complete disturbance recovery model.

Combine the Models to Forecast Frequency Error:

The basic descriptive analysis of frequency behavior has been modeled.  The next step is to use those models to construct a single model to forecast frequency based on the relative input parameters.  Before this can be done, the basic input data must be transformed to information that can be forecast.

Transforming from Frequency Error to Imbalance:

Frequency Error is the symptom of an Imbalance between Resources and Demand on an interconnection.  The Frequency Response describes the relationship between Frequency Error and Imbalance.  If imbalances due to normal control must be separated from imbalances due to disturbances, Frequency Error must be transformed to imbalance before the effect of the two causes of imbalance can be forecast jointly.  Once this transformation has been made, the effects of changes in each of the significant variables can be evaluated independently.

The relevant equation for making this transformation is shown as equation (3) below.

I = -10Ix F
(3)

I
=
Resource-Demand Imbalance, MW

-10I
=
Interconnection Frequency Response, MW / Hz

F
=
Interconnection Frequency Error, Hz

Therefore, simply dividing the Frequency Error term in the forecasting equation by the Frequency Response will transform the equation from one that has Frequency Error as the independent variable to one that has Imbalance as the independent variable.  Once this has been done, the effect of changes in Frequency Response can also be investigated.

Estimating the Frequency Response:

The estimate of the Frequency Response is used in the control system and the ACE Equation.  An unbiased estimate of the appropriate Frequency Response to use for the ERCOT Interconnection was calculated using a linear regression.  The Regression Statistics and plot is presented below.

	Frequency Response Regression – Year 2000

	
	m
	b

	Estimated m
	Estimated b
	5403.34233
	0.00000

	Standard Error m
	Standard Error b
	244.84880
	#N/A

	r2
	Standard Error y
	0.15957
	154.27675

	F Statistic
	Degrees Freedom
	5.50599
	29.00000

	Sum Squares (SS)
	SS Residual
	131049.73177
	690238.13489
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The advantage of using linear regression to estimate the Frequency Response can be seen by the relative effect that the value of the 1270 MW disturbance has on the result.  A simple average of the responses yields a value of 569.2 MW / 0.1 Hz instead of the value of 540.3 MW / 0.1 Hz that the regression yields.  An estimate of 540 MW / 0.1 Hz will be used in the transformation from frequency error to MW imbalance.

Transforming Models to Imbalance:

If the previous analysis is transformed using this value, that relates the Frequency Error to the Imbalance, the following results are revealed.  The Normal Control Data can be represented as an imbalance error in MW.

	Transformed (MW) Comparison of Normal Data – Year 2000

	Data Set
	Min Value
	Max Value
	Mean
	Standard Deviation
	Disturbances

	All Data
	-1226
	664
	9.84
	95.06
	0

	Normal > 0.039
	-686
	664
	10.49
	93.86
	423


	Transformed (MW) Comparison of Normal Data – Year 2001

	Data Set
	Min Value
	Max Value
	Mean
	Standard Deviation
	Disturbances

	All Data
	-1571
	1069
	5.11
	120.60
	0

	Normal > 0.039
	-1075
	1069
	5.27
	118.01
	442


	Year 2000 – A-B Regression Transformed (MW)

	KEY
	Negative
	Positive

	
	m
	b
	m
	b

	Estimated m
	Estimated b
	1.00628279
	765.725301
	0.97876475
	2721.41119

	Standard Error m
	Standard Error b
	9.17E-05
	0.07051082
	0.00081921
	0.25128551

	r2
	Standard Error y
	0.96225163
	0.35968743
	0.95679308
	0.24197539

	F Statistic
	Degrees Freedom
	4664.89187
	183
	686.47772
	31

	Sum Squares (SS)
	SS Residual
	603.520609
	24
	40.194704
	2


	Year 2001 – A-B Regression Transformed (MW)

	KEY
	Negative
	Positive

	
	m
	b
	m
	b

	Estimated m
	Estimated b
	1.0049474
	445.254179
	0.99259964
	69.1195327

	Standard Error m
	Standard Error b
	6.19E-05
	0.05161276
	0.00050776
	0.20553759

	r2
	Standard Error y
	0.968906
	0.28528983
	0.76978103
	0.42435636

	F Statistic
	Degrees Freedom
	6356.75146
	204
	213.996207
	64

	Sum Squares (SS)
	SS Residual
	517.377844
	17
	38.5360781
	12


Since the original regression analysis was performed on the data used a transformation from an exponential function to a linear function and the Frequency Error was the independent variable, the regression results can be transformed using the same 5400 MW / Hz transformation.
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Standard Error mn = Standard Error mo / 5400
(5)

These same transformations also apply to the A-C Regressions.

	Year 2000 – A-C Regression Transformed (MW)

	KEY
	Negative
	Positive

	
	m
	b
	m
	b

	Estimated m
	Estimated b
	1.00524274
	1072.69809
	0.98581703
	638.105613

	Standard Error m
	Standard Error b
	8.5637E-05
	0.06399856
	0.00096772
	0.36849257

	r2
	Standard Error y
	0.95492218
	0.31702241
	0.79553757
	0.66623608

	F Statistic
	Degrees Freedom
	3728.35959
	176
	217.888949
	56

	Sum Squares (SS)
	SS Residual
	374.712097
	18
	96.7144792
	25


	Year 2001 – A-C Regression Transformed (MW)

	KEY
	Negative
	Positive

	
	m
	b
	m
	b

	Estimated m
	Estimated b
	1.00442194
	678.514166
	0.98802931
	348.671279

	Standard Error m
	Standard Error b
	2.7341E-05
	0.0259283
	0.00074198
	0.29365653

	r2
	Standard Error y
	0.99083081
	0.16144339
	0.81198321
	0.57829658

	F Statistic
	Degrees Freedom
	26042.6606
	241
	263.439114
	61

	Sum Squares (SS)
	SS Residual
	678.775051
	6
	88.1011346
	20


The regression comparing the value of A-B to the value of A-C is not affected by the transformation from using Frequency Error to MW Imbalance as the independent variable to be used to forecast Frequency Error.  The Point-B Recovery Time Regression must also be transformed.

	Point-B Recovery Time Regression Transformed (MW)

	KEY
	2000
	2001

	
	m
	b
	m
	b

	Estimated m
	Estimated b
	-252.9
	0.000
	-244.0
	0.000

	Standard Error m
	Standard Error b
	13.5
	#N/A
	13.4
	#N/A

	r2
	Standard Error y
	-0.191
	0.003
	-0.180
	0.003

	F Statistic
	Degrees Freedom
	-67.729
	422.000
	-66.994
	440.000

	Sum Squares (SS)
	SS Residual
	-0.001
	0.004
	-0.001
	0.005


Completion of these transformations sets the stage to begin forecast model reconstruction.

Estimating the Normal Imbalance:

The normal control error in MWs can be estimated from the Standard Deviation of the Normal Control Distribution.  Since the tails of this distribution were not exactly described by the Normal Distribution, two Normal Distributions will be used in this analysis.  The first distribution will be a Normal Distribution based on the Standard Deviation of the data.  The second distribution will be a Normal Distribution based on 125% of the Standard Deviation of the data.  These two distributions should bound the uncertainty around the data as measured.

The Normal portion of the Frequency Error resulting from this portion of the MW Imbalance is affected by three variables.  The first variable that affects the Frequency Error is the Normal MW Imbalance that the secondary control system response should reduce.  The second variable is the Control Effort applied by the control system to reduce the Normal MW Imbalance. The third variable is the Frequency Response of the Interconnection that relates the magnitude of the MW Imbalance to the resulting Frequency Error.

The assumed starting point for this portion of the analysis will assume that the amount of control effort is unchanged from previous effort.  Since the Frequency Response is measurable, it will be assumed that the changes in the Frequency Error as adjusted by the measured Frequency Response result from changes in the MW Imbalance that the control system must manage.

Estimating the Disturbance Imbalance:

The magnitude of the Disturbance Imbalance is a function of the reliability of the installed resource capacity on the interconnection and the size mix of those resources.  Since the reliability of the installed resource capacity changes very slowly over the life of the capacity installed and new capacity is installed at a rate that also results in very slow changes to the installed capacity mix, the expected Disturbance Imbalance exposure can be estimated to change very little from year to year.  Therefore, the Frequency Error resulting from the Disturbance Imbalance can be assumed constant except for the effect of changes in the Frequency Response of the Interconnection.

Constructing the Final Model:

The final model that can be used to describe the Frequency Error of the ERCOT Interconnection has the following form:
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(6)

The second term in the numerator is the basis for the CPS1 measure currently being used by NERC to determine whether a NERC Control Area is meeting its reliability responsibilities with respect to frequency control.  The Normal Model can be represented as the difference between the Imbalance that is represented by the QSEs SCE and the Control Scheduled using the ERCOT Ancillary Services.
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(7)

It has already been demonstrated that the Disturbance Model and the Normal Model are independent from each other.  Under these circumstances, the variance of the Frequency Error can be derived directly from the sum of the variances of the Disturbance Model and the Normal Model.  In addition, the two distributions can be joined through the process of numerical convolution.  The convolution process will allow the correct joint distribution and tail probabilities for the joint distribution to be calculated.

Some other assumptions will also be made at this time to simplify the problem slightly.  It will be assumed that the measured value of the Frequency Response is constant to eliminate the need to consider the measurement uncertainty of this variable at this time.  This can be factored in later.  If the numerator is represented as a single term that is the result of the terms in equation (7), the equation describing the Frequency Error reduces to equation (8).
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This equation has a form very similar to the form of the control performance inequality offered as a replacement to the current CPS1 inequality.  Thus, the linkage can also be made between the reliability as measured herein and a performance measurement methodology.

Determining the Frequency Error Reliability Limit:

There was neither sufficient time nor resources available within the scope of the study to determine independently an appropriate Frequency Error Reliability Limit.  Therefore, Energy Mark used information from the ERCOT Operating Guides as supported by previously perform ERCOT reliability studies to determine an appropriate Frequency Error Reliability Limit for this study.

ERCOT Operating Guides provide the necessary information to choose a reasonable reliability limit to use in this study.  In Part 2: System Operations in Section 2.10 Requirements for Under-Frequency Relaying there are specific frequency limits specified for the setting of under-frequency relays.  This relaying is applied to shed firm load automatically without market priced compensation.  Therefore, the settings on these relays provide guidance as to the setting of an appropriate reliability limit for the ERCOT Interconnection.  If firm load is removed from the system through the valid operation of these relays, the event can be considered an indication of a temporary market failure since the interruptions are not voluntary and those interrupted do not receive market priced compensation.  Additionally, the interconnection is placed under significant additional risk of failure when these under-frequency relays operate.

The first step of the under-frequency relay program is designed to interrupt 5% of ERCOT Firm Load when interconnection frequency falls below 59.3 Hz for a period exceeding 30 cycles or ½ second.  Energy Mark used these under-frequency relay settings as the basis for selecting a reliability limit of 59.5 Hz for frequency errors below schedule.  The additional 0.2 Hz margin was included as a safety margin to insure that there was no overlap between the range of operations considered reliable and the initiation of under-frequency relay interruption of firm load.  Although this limit is somewhat arbitrary, it is reasonable and the basic conclusions of the study are unaffected by its choice.

The upper frequency limit was based on the following statement from the same operating guide.  “While this guide does not address the removal of generating units for frequency deviations above 60 Hz, it is realized that the generating unit operating restrictions below 60 Hz apply equally to operation of a generating unit above 60 Hz.”  Therefore, an upper limit of 60.5 Hz was chosen to be consistent the lower limit.  The final range of reliable operation spans from 59.5 Hz to 60.5 Hz.

Investigating the Forecasting Model:

The forecasting model developed and presented in Equation (8) can be used to forecast the Frequency Error of the ERCOT Interconnection and ultimately the level of reliability supported by that Frequency Error performance.

Forecasting Frequency Error and ERCOT Reliability:

The previously developed models were used to construct Imbalance Error distributions for both the Normal Imbalance Error and the Disturbance Imbalance Error.  A program was written in Visual Basic to perform an equal interval numerical convolution combining the two independent Imbalance Error distributions.  This joint probability density was then used to develop a cumulative probability distribution that represents the cumulative tail probabilities contained in each tail of the distribution.  The density and cumulative tail probability distributions were then plotted on an Excel Chart.  They are shown below.

The Red line on the plot assumes the measured standard deviation of the data.  The Blue line on the plot assumes a standard deviation 25% greater than the measured value to adjust for the extended tails that remained after the disturbances had been removed from the normal data.

The above Imbalance Density was cumulated from each tail so that the plotted value would represent the probability that the imbalance would exceed the plotted value.  This method of representing the data allows the probability of that imbalance or a greater imbalance to be read directly from the plot.  That plot is presented next.  It can be seen that the plot tops off at a value of 1.0 indicating that the total probability has been correctly included in the representation of the data.

[image: image124.emf]Imbalance Density

1.E-44

1.E-43

1.E-42

1.E-41

1.E-40

1.E-39

1.E-38

1.E-37

1.E-36

1.E-35

1.E-34

1.E-33

1.E-32

1.E-31

1.E-30

1.E-29

1.E-28

1.E-27

1.E-26

1.E-25

1.E-24

1.E-23

1.E-22

1.E-21

1.E-20

1.E-19

1.E-18

1.E-17

1.E-16

1.E-15

1.E-14

1.E-13

1.E-12

1.E-11

1.E-10

1.E-09

1.E-08

1.E-07

1.E-06

1.E-05

1.E-04

1.E-03

1.E-02

1.E-01

1.E+00

-4500 -4000 -3500 -3000 -2500 -2000 -1500 -1000 -500 0 500 1000 1500 2000 2500 3000 3500 4000 4500

Imbalance (MW)

Probability

Norm S.D. Norm S.D.+25%


[image: image125.emf]Cumulative Tail Probability

1.E-44

1.E-43

1.E-42

1.E-41

1.E-40

1.E-39

1.E-38

1.E-37

1.E-36

1.E-35

1.E-34

1.E-33

1.E-32

1.E-31

1.E-30

1.E-29

1.E-28

1.E-27

1.E-26

1.E-25

1.E-24

1.E-23

1.E-22

1.E-21

1.E-20

1.E-19

1.E-18

1.E-17

1.E-16

1.E-15

1.E-14

1.E-13

1.E-12

1.E-11

1.E-10

1.E-09

1.E-08

1.E-07

1.E-06

1.E-05

1.E-04

1.E-03

1.E-02

1.E-01

1.E+00

-4500 -4000 -3500 -3000 -2500 -2000 -1500 -1000 -500 0 500 1000 1500 2000 2500 3000 3500 4000 4500

Imbalance (MW)

Probability

Norm S.D. Norm S.D.+25%


Sensitivity of the result to the standard deviation of the Normal Imbalance was investigated by adjusting the standard deviations equal to one, two, three and four times the measured value.
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       Indicates a reliability of one failure in 10 years

          with a Frequency Response of 540 MW / 0.1 Hz


Reliability limits were calculated for both positive and negative regions.  The Imbalance Limit was based upon experiencing an Imbalance of 2700 MW or 0.5 Hz based on a Frequency Response of 540 MW / 0.1 Hz.  This Imbalance Limit was then adjusted for the ratio between the B-Point and the C-Point of the disturbance by dividing the 2700 MW by 1.25 to arrive at a value of about 2200 MW.  The Probability Limit was calculated by estimating that a disturbance takes about 20 seconds from the beginning of the initial response until the settling frequency has stabilized.  The Probability Limit is 20 seconds divided by 10 years or about 1.0 x 10-8.  The Red circles are placed at the Imbalance-Probability Limit points on the chart.

The results of this sensitivity analysis are shown in the above plots.  The first plot is the probability density and the second plot is the cumulative tail probability.  It can be seen from these charts that reliability is not an issue until the standard deviation of the Normal Imbalance approaches three to four times the experienced value.  This increase in standard deviation of the Normal Imbalance causes the distribution to spread while the Disturbance Imbalance distribution is unaffected.   

Evaluating the Effect of Frequency Response:

Sensitivity on the measured Frequency Response was not plotted because the relationship between the Frequency Error and the Frequency Response is inversely related to the Total Imbalance.  The simple fact is that a reduction in Frequency Response will cause an inverse change in the Frequency Error for a given Total Imbalance.  Because the Frequency Response changes the Frequency Error resulting from both the Normal and Disturbance imbalance conditions while the control effort only affects the Frequency Error resulting from the Normal Imbalance, a change in interconnection Frequency Response currently will have a much greater affect on interconnection reliability than a change in control effort.

This can be quantified with the following.  A change in Frequency Response that will reduce the Total Imbalance necessary for an 1800 MW imbalance to have the same effect as a 2200 MW imbalance will bring the interconnection reliability to the same value as an increase in 1 from 20 mHz to 50 mHz.  This is a change in Frequency Response from 540 MW / 0.1 Hz to a value of 440 MW / 0.1 Hz.  This indicates that the maintenance of Frequency Response is a more critical objective than the maintenance of a CPS1 with 1 of 20 mHz.  A 20% reduction in Frequency Response is equivalent to a 150% increase in the CPS1 Limit.

Conclusions:

The above analysis indicates that the ERCOT Interconnection is reliable and that reliability can be maintained if the following is maintained:

1. The 1 is maintained at a value below 50 mHz as compared to the current 20 mHz value.
2. The experienced disturbance distributions do not change significantly.
3. The Frequency Response for the ERCOT Interconnection is maintained at or above 540 MW / 0.1 Hz.
4. The Frequency Error remains under control as indicated by standard control measurement methods.
An alternative statement for Conclusion 4 above is that the Normal Imbalance distribution continues to be practically close to a normal distribution.  Significant uncontrolled Frequency Error disturbances caused by other than equipment failures will make the assumption that the future is similar to the past false.  These will affect the Normal Imbalance distribution causing it to deviate from normal and make attempts to forecast future reliability based on the distribution ineffective.

Plotting the Raw Data on the Log-Normal Plot:

Plotting the raw data provide a graph similar to the model.  The actual data for the Year 2000 was plotted with the model estimates.  The results of this comparison shown below were inconclusive.
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Modeling Issues Requiring Further Investigation:

The following issues should be investigated in more depth when the time is available to perform a more detailed investigation of these issues.

Disturbance Model:

Investigate methods to complete the full disturbance model including the disturbance recovery phase to improve the forecasting accuracy of the total model.  There was insufficient time to develop and include a complete model that would aid with the investigation of the effects of disturbance recovery on reliability.

Regression Statistics:

Include the measured uncertainty represented by the regression statistics in the final model results instead of only including the uncertainty represented by the distributions themselves.

Repeat the Study with More Recent Data:

The limitations of the ERCOT EMS prevented the collection of current data to use as a basis for the studies.  When the ERCOT EMS has collected sufficient data to allow the study to be repeated, it should be repeated using that more recent data representing market operations.

Discontinuities in Imbalance Density and Cumulative Tail Probabilities:

Two of the graphs using the S.D. + 200% and the S.D. + 300% had discontinuities outside of the range that would affect the results of the analysis.  The cause of these discontinuities should be investigated.

Demonstrate Linear Regression Measurement of Frequency Response:

The method of measuring Frequency Response using a linear regression of the one-minute data collected from the CPS1 process should be demonstrated.
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